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1 Background

1.1 Problem: Protein function prediction

With the completion of the Human Genome Project in 2003, scientists have finally identified all of the approximately 20,500 genes in the human body [17]. Genes act as a sort of blueprint for the human body and its functions, providing the code to build proteins, which put those genes into action. Proteins come in many forms – antibodies, enzymes, messengers, structural components, and transport and storage proteins, to name a few – and they work together to carry out virtually every biological process that sustains human life [21]. While we now know the size of the human genome, we are much less certain about the number of proteins it ultimately produces; a single gene may code for a hundred different proteins, and as a result, researchers estimate that there may be millions, or even billions, of different proteins in the human body [27]. Furthermore, although the processes they carry out together are well-studied, we still know relatively little about the biological functions of individual proteins. This is an important question: if we knew more about the functions of specific proteins, then we could better understand diseases such as cancer that disrupt normal protein function, and ultimately we could produce better, more targeted treatments to these diseases [32]. Consequently, protein function prediction has become a major problem in modern bioinformatics.

It’s important to note that what is meant by a protein’s “biological function” can be somewhat ambiguous. While a protein’s genetic sequence and structure are easily identified and categorized, its function can be described in many ways, such as by its biochemical activity or its place in a signaling pathway. Following other classical papers on protein function prediction ([10], [29], [31]), we’ll be using the Munich Information Center for Protein Sequences Functional Catalogue (MIPS FunCat), a system that classifies protein function at increasing levels of specificity using a controlled set of vocabulary [28]. Additionally, we’ll primarily focus on proteins in the *Saccharomyces cerevisiae* protein network. Commonly known as baker’s yeast, *S. cerevisiae* has become the standard model organism for studies in proteomics, as its genome has been fully mapped since 1996 and the biological functions of its proteins are well known [16].
Of the protein sequences we have successfully identified within the genome, less than 1% of them have “experimentally verified” biological functions; about 64% have functions that are “inferred” from proteins that appear to be similar; and the remaining third are considered to have an “unknown” or “uncharacterized” function. Furthermore, even the proteins whose functions we have inferred may not have accurate annotations. Most of these inferences are based on the idea that two proteins with similar genetic sequences (and therefore a similar evolutionary history, in theory) will likely have a similar function [12]. However, a single protein can have many functions, and proteins that are related evolutionarily may still develop unrelated functions, as even a tiny, single change to a protein’s DNA sequence can have enormous effects on its folding patterns and function [2]. Conversely, completely unrelated proteins may nevertheless evolve to have the same function. As a result, simply comparing genetic sequences is not always a reliable way to gauge how similar two proteins are in function, and a better method is needed [12].

The problem of predicting protein function has been approached from many angles, including comparing individual genetic sequences, as explained above, or protein structure. While these methods achieve about 60% and 67% accuracy, respectively, we’re still searching for simpler, more reliable ways of predicting function. This paper focuses on network-based methods, a relatively novel and very promising approach that takes advantage of the wealth of information we have on the interactions that occur among proteins. We’re able to study a protein-protein interaction (PPI) network by modeling as a mathematical graph, in which each vertex represents a protein and each edge represents an interaction between two proteins. By analyzing PPI networks on a global scale, we’re often able to obtain more accurate results than with methods comparing the characteristics of single proteins [12].

To better understand the research behind network-based protein function prediction, it’s important that we identify some important structural features that make PPI networks unlike other types of networks. First, biologists have observed that proteins organize themselves into complexes that work together to carry out biological processes. Since many proteins have multiple functions or participate in multiple biological processes, these complexes are often fluid. In some cases, groups of two or more proteins are always found together; these groups, called “modules,” participate as a
functional unit across multiple complexes [13]. Another key feature of the yeast PPI network is the existence of “hub” proteins, which play an important role within their complexes. A hub protein is defined as a protein that interacts with at least five other proteins in the PPI network [15]. In most cases, the removal of a single protein will not have a significant effect on the biological processes in which it participates; however, the removal of a hub protein is almost always very disruptive, signaling the biological importance of these high-degree proteins [18]. Importantly, most hub proteins have different functions from the proteins they interact with – for example, one common hub protein simply helps others fold properly, and another binds to many different proteins while assisting in the translation of DNA to RNA [9].

The existence of hub proteins significantly complicates the way PPI networks behave, and, consequently, it becomes more difficult to use what we know about the network to predict the function of unknown proteins, which is our ultimate goal. This is largely because clustering algorithms, commonly used in other types of networks, simply don't work for PPI networks. Typically, in cases such as social networks, we’re able to break a network down into “clusters” to uncover information about the structure of the network or the identity of unknown nodes [29]. In general, clustering algorithms identify clusters by finding the optimal partition of the network into groups whose connections are maximized within the group and minimized outside of the group. When done right, clustering reveals groups that are highly “naturally associated” within groups but relatively distinct between groups [1]. For instance, in a social network, clustering will reveal close-knit groups of friends or groups of people who share a common interest [26].

When studying PPI networks, clustering no longer works quite how we want it to. As we’ve seen, proteins naturally organize themselves into modules that work together, and clustering works well to uncover these modules [13]. When we want to predict the function of individual proteins within these modules, however, clustering algorithms are no longer effective. This is because clustering typically relies on a key assumption: that an edge between vertices in a network implies that they are similar. In social networks, for example, similar nodes (people) will naturally have more connections between them. People are usually friends because they share common interests, so once clustering reveals these friend groups, we can assume that a person we don’t know much about
will have similar interests to other people in their friend group. Unfortunately for PPI networks, an edge does not imply similarity, but rather interaction, and one protein simply interacting with another may tell us nothing at all about how similar the two are in function. As we’ve seen, hub proteins interact with many different types of proteins that are often completely unrelated in function. As a result, over 95% of nodes in a PPI network have a shortest-path distance of only two or three apart, so two proteins being “close” in distance tells us almost nothing [9]. As a consequence, clustering algorithms fail. It turns out that “guilt by association” (an algorithm in which an unknown protein is simply assigned the most common function of its known neighbors) was found to be almost universally more effective when tested against six standard clustering algorithms on the yeast PPI network [29].

So what do we do instead? Is there a better way to predict protein function than by simple “guilt by association”? We would like to find a better way to measure protein similarity that doesn’t use clustering but that is still more nuanced than shortest-path distance. As we’ve seen, most proteins are very “close” together within PPI networks because most of them interact with hub proteins. Consequently, we can better predict a protein’s function by looking not at which hub proteins it interacts with, but rather at the low-degree proteins it interacts with, which are likely to have more specialized functions. Ideally, we’d like to find a similarity metric that captures the idea that similar proteins tend to share similar low-degree neighbors and follow similar patterns of interaction overall [9].

1.2 Diffusion State Distance: A possible solution

In 2013, a new metric called Diffusion State Distance was introduced by Cao et al. to accomplish just that. Diffusion State Distance (DSD) relies on the notion of a “random walk” on a mathematical graph; in this case, our graph is the PPI network, in which the vertices are proteins and the edges represent interactions between two proteins. A random walk is exactly what it sounds like: pick a vertex in the graph and start “walking” randomly along the edges from vertex to vertex. The basic premise of DSD is this: if a random walk on the PPI network starting from one protein follows a similar route to a random walk starting from another protein, then the functions of those two proteins are therefore also similar [9].
To see this idea in action, let’s consider an example (Figure 1). Proteins $i$ and $j$ both interact with a hub protein of degree 5, and $j$ and $k$ both interact with a protein of degree 2. By our reasoning above, $j$ and $k$ should be more similar in function than $i$ and $j$ because they share a low-degree neighbor in common rather than a hub, which is likely to have a different function from either of them. Although $d(i, j) = d(j, k) = 2$ using traditional shortest-path distance, we’d like DSD to tell us that $j$ and $k$ are “closer” (in function) than $i$ and $j$ are. Sure enough, a random walk starting from either $j$ or $k$ will highlight that low-degree neighbor and other low-degree vertices near them by spending more time on their leg of the graph before walking around the rest of the network. On the other hand, a random walk started from protein $i$ will spend more time on its own leg with its own low-degree neighbors. Notice that once any walk reaches the hub, it will continue to traverse the rest of the network at random, so random walks from $i$, $j$, and $k$ will all look the same after reaching the hub. Thus, when we compare the pathways of random walks from $i$, $j$, and $k$, they will differ only by the amount of time they spend on their respective starting legs. As a result, the pathway of a random walk from $i$ will be quite different from the pathway of a walk from $j$, while the pathway of a walk from $k$ will be similar to the pathway of a walk from $j$. Therefore, we’ll find that $DSD(i, j) > DSD(k, j)$.

![Figure 1: DSD(i, j) > DSD(k, j).](image)

In Section 3, we’ll formalize the mathematics of DSD by defining a way to store the pathway of a random walk, which will then allow us to compare the pathways of two random walks to measure their similarity [9]. While DSD is a useful way to begin thinking about random walks on protein
networks, the original research in this paper is focused on a newer metric called Exit Frequency Distance (EFD). Essentially, EFD is a refined version of DSD that compares the pathways of random walks that end at distributions, rather than random walks that continue for a set number of steps. Before discussing DSD and EFD more formally, however, we’ll first need to build up a better understanding of random walks and how they behave on graphs.

2 Random walks on graphs

2.1 Introduction to random walks

Random walks have been studied by probability theorists for decades, and they have applications in many areas of mathematics and physics. In 1905, statistician Karl Pearson introduced the idea of a random walk by proposing that one choose a random angle, walk for \(\ell\) yards, then choose another random angle and walk for \(\ell\) yards, repeating the process \(n\) times [14]. The classical random walk involves randomly traversing an infinite graph: as a simple example, consider standing on the integer number line at \(x = 0\), then flipping a coin and moving +1 on heads and -1 on tails. We can now study the behavior of the resulting walk, such as where we expect it to go and how long it will take to get there. Of course, random walks can be considerably more complex; for example, they are famously used to model Brownian motion, a phenomenon in which particles suspended in fluids and gases appear to move erratically throughout the space containing them [19]. Random walks can be performed on many different mathematical spaces, but here we’ll focus on random walks on graphs. To start, we’ll define a graph’s transition matrix, which will govern the pathway of a random walk.

**Definition 1.** [22] Consider a finite graph \(G = (V, E)\) with vertex set \(V\) and unweighted edges \(E\). For the purposes of this paper, we will only consider connected graphs; if a graph is disconnected, then the following definitions and results will apply for each connected component. The transition matrix \(M\) of \(G\) gives the probability of going from each vertex \(i\) to another vertex \(j\) in one step, given by

\[
M_{ij} = \begin{cases} 
1/d(i) & \text{if } (i, j) \in E(G) \\
0 & \text{otherwise}
\end{cases}, \quad \sum_{j \in N(i)} M_{ij} = 1,
\]
where \( d(i) \) is the degree of vertex \( i \) and \( N(i) \) is the set of neighboring vertices of \( i \).

Intuitively, if a random walk is currently on vertex \( i \), then there is an equal probability of going to any adjacent vertex \( j \), so the probability of transitioning from \( i \) to \( j \) is \( 1/d(i) \). Additionally, we assume that a random walk will always keep moving from one vertex to another (it will never remain on the same vertex at both time \( t \) and \( t+1 \)), so the sum of the transition probabilities from \( i \) to its neighbors is 1. Figure 2 gives an example.

\[
M = \begin{pmatrix}
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
\frac{1}{4} & \frac{1}{4} & 0 & \frac{1}{4} & \frac{1}{4} \\
0 & 0 & \frac{1}{2} & 0 & \frac{1}{2} \\
0 & 0 & \frac{1}{2} & \frac{1}{2} & 0
\end{pmatrix}
\]

Figure 2: A graph and its transition matrix.

We can now define a random walk on a graph \( G \).

**Definition 2.** [22] Consider a graph \( G \) with transition matrix \( M \). Given a starting vertex \( v_0 \), a random walk on \( G \) is a sequence of vertices \( v_0, v_1, \ldots, v_n \) such that if the walk is at node \( v_t \) at time \( t \), then it moves to a neighbor of \( v_t \) according to \( M_t \).

A random walk is a reversible finite Markov chain, as the next state of the walk is dependent only on the current state.

### 2.2 Distributions on graphs

**Definition 3.** [22] Consider a random walk on a graph \( G = (V, E) \) with starting vertex \( v_0 \). The distribution \( P_t \) on \( G \) is a vector of length \( |V| \) that gives the probability of the walk being at each vertex in \( V \) at time \( t \).

Distributions come in many shapes and sizes, depending on the structure of the graph, where the walk started, how long it’s been going on for, and so on. A distribution might be spread evenly among all vertices in the graph, for instance, or it might be concentrated on just a single vertex (with probability 1) or two vertices (with probability one-half each, or perhaps \( p \) and \( 1 - p \)). If a
graph has distribution $P_t$ at time $t$, then the distribution one step later can be calculated as

$$P_{t+1} = M^T P_t.$$  \hfill (1)

The starting state of a random walk may also be drawn from an initial distribution $P_0$. If we know $P_0$, then we can calculate the distribution of the random walk at any time $t$ as

$$P_t = (M^T)^t P_0.$$  \hfill (2)

Figure 3 gives an example of the distributions on a graph for the first few steps of a random walk whose initial state is drawn from the uniform distribution. As Figure 3 demonstrates, as the random walk continues on this graph, it is more likely to be on a higher-degree vertex than a lower-degree vertex at any given time.

$\begin{align*}
\begin{bmatrix}
\frac{1}{5} \\
\frac{1}{5} \\
\frac{1}{5} \\
\frac{1}{5} \\
\frac{1}{5}
\end{bmatrix} & \quad \begin{bmatrix}
\frac{1}{20} \\
\frac{1}{20} \\
\frac{3}{20} \\
\frac{3}{20} \\
\frac{3}{20}
\end{bmatrix} & \quad \begin{bmatrix}
\frac{3}{20} \\
\frac{3}{20} \\
\frac{1}{4} \\
\frac{9}{40} \\
\frac{9}{40}
\end{bmatrix} & \quad \begin{bmatrix}
\frac{1}{16} \\
\frac{1}{16} \\
\frac{11}{20} \\
\frac{13}{80} \\
\frac{13}{80}
\end{bmatrix}
\end{align*}$

Figure 3: Distributions on a graph.

An important distribution that we’ll return to frequently is the stationary distribution, denoted $\pi$, at which the distribution on the graph does not change by taking another step.

**Definition 4.** [22] Let $P_t$ be the distribution on a graph $G$ at time $t$. A distribution is stationary if $P_t = P_{t+1}$.

Every graph $G$ has a unique stationary distribution $\pi$ whose entries are given by

$$\pi_v = \frac{d(v)}{2|E|},$$  \hfill (3)

where $d(v)$ is the degree of vertex $v$ and $|E|$ is the number of edges in $G$. For a graph has transition matrix $M$, $\pi$ is also the left eigenvector of $M$ [22]. Figure 4 shows a graph and its stationary
distribution.

\[ \pi = \begin{pmatrix} \frac{1}{10} \\ \frac{1}{10} \\ \frac{2}{5} \\ \frac{1}{5} \\ \frac{1}{5} \end{pmatrix} \]

Figure 4: A graph and its stationary distribution \( \pi \).

For non-bipartite graphs, a random walk will always tend to \( \pi \) as \( t \to \infty \). For non-bipartite graphs such as trees, a “lazy” random walk, which moves to a new state with probability \( \frac{1}{2} \) and remains in the current state with probability \( \frac{1}{2} \), will also tend to \( \pi \); laziness simply doubles the expected length of the walk [3].

2.3 Hitting and access time

Definition 5. [22] Hitting time \( H(i, j) \) is the expected number of steps it takes for a random walk starting from vertex \( i \) to reach vertex \( j \).

Hitting time is an important concept when studying random walks on graphs because it gives us a sense of the “distance” between two vertices in terms of time, revealing properties about the graph that might not be obvious to the naked eye. For example, say we have two vertices \( i \) and \( j \) with a shortest-path distance of 2, but the vertex separating them has degree 5 (in the context of a PPI network, this would be a hub protein) (Figure 5). Although \( i \) and \( j \) are close in shortest-path distance, the hitting time \( H(i, j) \) will be relatively high because once a random walk from \( i \) reaches the hub, it only has a 20% chance of choosing vertex \( j \) from there. As a result, we would expect a walk from \( i \) to spend more time randomly traversing the rest of the graph before it returns to the hub and eventually ends up at \( j \).
On the other hand, if $i$ and $j$ are separated by a degree-3 vertex, then the hitting time will be shorter, as a random walk from $i$ has a much simpler route to reach $j$ (Figure 6).

In general, hitting time is difficult to calculate, though an explicit formula does exist (see [25]). While hitting time is a powerful basic ingredient in calculations involving random walks, we often choose to study general walks between distributions rather than between specific starting and ending vertices. We call the the expected time between distributions the access time, which can be calculated using hitting time. Note that access time uses the same notation as hitting time, with Greek letters representing distributions rather than Roman letters representing single vertices, as in hitting time.

**Definition 6.** [22] Access time $H(\sigma, \tau)$ is the expected number of steps it takes for a random walk with starting distribution $\sigma$ to reach target distribution $\tau$. 
The access time between a single vertex (that is, the distribution concentrated on a single vertex) and a distribution can be calculated as

\[ H(\sigma, i) = \sum_{k \in V} \sigma_k H(k, i) \] (4)

or

\[ H(i, \tau) = \max_{j \in V} (H(i, j) - H(\tau, j)). \] (5)

We can use these formulas to calculate the access time between two general distributions. For any initial distribution \( \sigma \) and target distribution \( \tau \), Lovász and Winkler [25] show that

\[ H(\sigma, \tau) = \max_{j \in V} (H(\sigma, j) - H(\tau, j)). \] (6)

### 2.4 Stopping rules and exit frequencies

Random walks to target distributions are typically governed by stopping rules, which tell the walk when to stop. This will be a key idea when we introduce Exit Frequency Distance in Section 4, which utilizes stopping rules to halt random walks at specific distributions. Lovász and Winkler [23] provide numerous results relating to stopping rules, some of which are presented below.

**Definition 7.** [23] Consider a random walk on a graph \( G \) with starting state \( \sigma \). A **stopping rule** \( \Gamma(\sigma, \tau) \) gives the probability of continuing the walk at any given time and halts the walk once it reaches state \( \tau \).

For example, a stopping rule for a walk on the graph in Figures 2 - 4 might be: “pick a vertex at random, and walk until you hit vertex \( v_1 \).” This gives us a stopping rule from the uniform distribution \( \left( \frac{1}{5}, \frac{1}{5}, \frac{1}{5}, \frac{1}{5}, \frac{1}{5} \right) \) to the singleton distribution concentrated on \( v_1 \) \( (1, 0, 0, 0, 0) \). If we happened to pick \( v_1 \) to start with, then we’d be done, and our walk would be of length 0. On the other hand, if we started on \( v_5 \), then it will take us significantly longer to reach \( v_1 \), as the route it takes will be random. The mean length tells us how long we can expect the walk to take.

**Definition 8.** [23] The **mean length** of a stopping rule \( \Gamma(\sigma, \tau) \) is its expected duration, given by

\[ \sum_{i,j} \sigma_i \tau_j H(i, j). \]
There can be many different stopping rules that produce a walk from $\sigma$ to $\tau$ – for example, we might use the stopping rule “pick a vertex at random, and walk until you hit vertex $v_1$ for the second time.” This stopping rule has the same starting and ending distributions, but its mean length will be much longer. Often, we care only about the most efficient, or optimal, route from $\sigma$ to $\tau$.

**Definition 9.** [23] A stopping rule $\Gamma(\sigma, \tau)$ is **optimal** if its mean length is minimal over all stopping rules from $\sigma$ to $\tau$.

It’s also helpful to know the pathway that we can expect a random walk to take to get from one distribution to another. To get an idea of this pathway, we can look at a stopping rule’s exit frequencies.

**Definition 10.** [23] Given a stopping rule $\Gamma(\sigma, \tau)$, its **exit frequencies** $\{x_i\}_{i \in V}$ are the expected number of times a walk from $\sigma$ leaves each vertex $i \in V$ on its way to $\tau$.

The mean length of a stopping rule is the sum of its exit frequencies. It turns out that the exit frequencies of an optimal stopping rule $\Gamma(\sigma, \tau)$ are uniquely determined by $\sigma$ and $\tau$ and can be calculated using access time [24]. For a vertex $i \in V$, the exit frequency $x_i$ for a stopping rule from $\sigma$ to $\tau$ is given by

$$x_i(\sigma, \tau) = \pi_i(H(\sigma, \tau) + H(\tau, i) - H(\sigma, i)).$$

Using Equation 7, we can think about an exit frequency $x_i$ for a stopping rule $\Gamma(\sigma, \tau)$ as the expected number of extra steps that would be required to first walk from $\sigma$ to $\tau$, then to vertex $i$ from there $(H(\sigma, \tau) + H(\tau, i))$, rather than walking straight from $\sigma$ to $i$ $(H(\sigma, i))$ [4]. Exit frequencies are an important concept that we will return to later as we define Exit Frequency Distance, which uses exit frequencies to compare the pathways of random walks from different vertices.

### 2.5 The forget distribution

Hitting and access time give us the most basic language with which to talk about the behavior of random walks on graphs, and we can now use them to define some other properties of random walks. As mentioned above, for most graphs, a random walk will tend to the stationary distribution $\pi$ as $t \to \infty$. However, there are other important distributions that a walk can hit before it reaches $\pi$.
One well-studied distribution is the forget distribution $\mu$, in which the random walk has “forgotten” where it started, and the distribution no longer reflects the starting state of the walk. To better understand the forget distribution, we’ll introduce some ideas related to a walk “forgetting” where it started.

**Definition 11.** [25] The **mixing time** $T_{\text{mix}}$ is the expected time for a random walk to reach the stationary distribution $\pi$ from any starting state $\sigma$.

$$T_{\text{mix}} = \max_{\sigma} H(\sigma, \pi)$$

**Definition 12.** [25] The **forget time** $T_{\text{forget}}$ is the minimum expected time for a random walk to reach the same distribution (not necessarily the stationary distribution) from any starting state $\sigma$.

$$T_{\text{forget}} = \min_{\tau} \max_{\sigma} H(\sigma, \tau)$$

Mixing time and forget time are closely related but distinct: while mixing time is concerned with how long it takes, on average, for any walk to reach the stationary distribution $\pi$, forget time focuses on the average time it takes any walk to simply reach the same distribution $\tau$, which might happen before it reaches $\pi$. It follows that

$$T_{\text{forget}} \leq T_{\text{mix}}.$$

**Definition 13.** [25] The **forget distribution** $\mu$ is the distribution minimizing $T_{\text{forget}} = \min_{\tau} \max_{\sigma} H(\sigma, \tau)$.

The forget distribution is the first distribution reached that no longer reflects where the walk began – when a walk has reached $\mu$, it is equally likely to have started on any vertex. It turns out that the forget distribution is unique for every graph and can be calculated as

$$\mu_i = \pi_i \left(1 + \sum_{k \in V} M_{ik} H(k, \pi) - H(i, \pi)\right). \quad (8)$$

This formula tells us how much the mixing time from vertex $i$ to $\pi$ differs from the average mixing time over all vertices, then weights that difference for vertex $i$ based on the probability given by $\pi_i$ (just as the stationary distribution gives higher weights to vertices with higher degree,
the forget distribution will also have higher probabilities of being at higher-degree vertices). Lovász and Winkler show that this formula achieves \( \min_\tau \max_\sigma H(\sigma, \tau) \) \[25]\.

3 Diffusion State Distance

Now that we’ve built up a working understanding of random walks on graphs, we can return to Diffusion State Distance (DSD). Recall from Section 1.2 that DSD, introduced by Cao et al. in 2013 [9], provided a novel way of measuring protein similarity (their “distance” in the PPI network) by comparing the pathway of a random walk from one protein with the pathway of a random walk from another protein, the idea being that the more similar their pathways, the more similar they are in function. DSD turned out to be a huge success in predicting protein function; when substituted for shortest-path distance in classical network-based methods of functional annotation in the yeast PPI network, DSD attained universally more accurate results. Much work has been done to further refine DSD, and the original research later in this paper is focused on Exit Frequency Distance, another metric inspired by DSD. Since EFD uses many of the same concepts as DSD, we’ll first build up the mathematics of DSD before going over the details of EFD.

3.1 Formal definition

We’ll store information about the pathway of a random walk of length \( k \) in a vector denoted \( H_{e}^{\{k\}}(i) \). Essentially, this keeps a tally of the number of times we expect to visit each vertex \( j \) during a random walk for \( k \) steps from vertex \( i \).

Definition 14. [9] Given some integer \( k > 0 \), define \( H_{e}^{\{k\}}(i, j) \) to be the expected number of times that a random walk starting at vertex \( i \) and proceeding for \( k \) steps will visit vertex \( j \).

Notice that \( H_{e}^{\{k\}}(i, j) \) is similar to an exit frequency, only instead of fixing a target distribution, we’re fixing the length of the random walk. As a result, our walk is not governed by a typical stopping rule, so we can’t simply calculate the exit frequency for each vertex. Instead, we calculate \( H_{e}^{\{k\}}(i, j) \) using the formula

\[
H_{e}^{\{k\}}(i, j) = \sum_{\ell=0}^{k} M_{ij}^{\{\ell\}},
\]

(9)
where $M^{(\ell)}_{ij}$ gives the probability of being at vertex $j$ on step $\ell$ of a random walk starting at $i$. Notice that we cannot only use $He^{(k)}(i,j)$ to measure the similarity of proteins $i$ and $j$, since if $j$ were a hub protein adjacent to $i$, then we would find that $i$ is very similar to $j$. To solve this problem, we’ll instead compare the values of $He^{(k)}(i,v)$ with $He^{(k)}(j,v)$ for all $v \in V(G)$.

For a graph on $n$ vertices, let $He^{(k)}(i)$ be the $n$-dimensional vector in which each entry $j$ corresponds to the expected number of times a random walk starting from $i$ and proceeding for $k$ steps visits vertex $j$.

$$He^{(k)}(i) = (He^{(k)}(i,v_1), He^{(k)}(i,v_2), \ldots, He^{(k)}(i,v_n)).$$

We’ll define $DSD_k$ for $k$ between vertices $u$ and $v$ by taking the $L_1$ norm of the vectors $He^{(k)}(u)$ and $He^{(k)}(v)$.

$$DSD_k(u,v) = \|He^{(k)}(u) - He^{(k)}(v)\|_1.$$  

This tells us how different the pathways of random walks from $u$ and $v$ are by giving us the number of steps by which they differ. Cao et al. show that for any fixed $k$, DSD is a metric that converges as $k$ goes to infinity. We can therefore obtain a final definition of DSD independent from $k$.

**Definition 15.** [9] The **Diffusion State Distance** between vertices $u$ and $v$ is given by

$$DSD(u,v) = \lim_{k \to \infty} \|He^{(k)}(u) - He^{(k)}(v)\|_1.$$  

### 3.2 Performance

The *S. cerevisiae* PPI network was used to test how well Diffusion State Distance performs against existing metrics. Data on protein interactions was taken from version 3.2.102 of the BioGRID network [30], which contains data on 128,643 interactions between proteins in the yeast PPI network. After selecting the largest connected component, the final PPI network consisted of 74,310 interactions between 4990 proteins [9]. Protein function was assigned based on the MIPS Functional Catalogue (FunCat) [28], and DSD was tested against other metrics at the first three levels of the MIPS hierarchy, each providing increasingly specific functional categories. To put DSD to
use, Cao et al. created several functional annotation algorithms based on DSD, including the DSD Neighborhood Majority Voting algorithm. Based on the simple “guilt by association” algorithm described in Section 1.1, the $t$ nearest neighbors $v_1, \ldots, v_t$ of a node $u$ under the DSD metric “vote” on the function of $u$, either all with equal weight or with weight $1/DSD(u, v_i)$ for each neighbor $v_i$.

Remarkably, both unweighted and weighted Neighborhood Majority Vote with DSD outperformed every other network-based method of functional annotation when tested on the yeast PPI network (Table 1), while being significantly simpler to calculate. At the most general level of function, weighted Majority Vote with DSD obtained $63.2 \pm 0.5\%$ accuracy versus $55.2 \pm 0.4$ under the next-best algorithm; at the most specific level of function, weighted Majority Vote with DSD obtained $45.3 \pm 0.3\%$ accuracy versus $38.4 \pm 0.4\%$ under the next-best algorithm [9].

Table 1: Performance of standard functional annotation metrics vs. metrics with DSD in the yeast PPI network [9, Table 1].

<table>
<thead>
<tr>
<th></th>
<th>MIPS 1</th>
<th></th>
<th>MIPS 2</th>
<th></th>
<th>MIPS 3</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy</td>
<td>F1 score</td>
<td>Accuracy</td>
<td>F1 score</td>
<td>Accuracy</td>
<td>F1 score</td>
</tr>
<tr>
<td>Majority Vote (MV)</td>
<td>50.0±0.5</td>
<td>41.6±0.2</td>
<td>40.7±0.5</td>
<td>30.7±0.4</td>
<td>38.4±0.4</td>
<td>29.5±0.4</td>
</tr>
<tr>
<td>MV with DSD</td>
<td>63.7±0.4</td>
<td>47.2±0.2</td>
<td>49.3±0.5</td>
<td>35.6±0.2</td>
<td>43.8±0.4</td>
<td>32.3±0.3</td>
</tr>
<tr>
<td>MV (weighted DSD)</td>
<td>63.2±0.5</td>
<td>46.1±0.3</td>
<td>50.6±0.4</td>
<td>36.6±0.2</td>
<td>45.3±0.3</td>
<td>33.6±0.2</td>
</tr>
<tr>
<td>Neighborhood (NH)</td>
<td>43.3±0.3</td>
<td>34.5±0.2</td>
<td>32.4±0.6</td>
<td>26.1±0.3</td>
<td>31.3±0.5</td>
<td>24.8±0.3</td>
</tr>
<tr>
<td>NH with DSD</td>
<td>51.5±0.4</td>
<td>40.6±0.3</td>
<td>34.8±0.5</td>
<td>27.7±0.2</td>
<td>32.6±0.6</td>
<td>25.1±0.3</td>
</tr>
<tr>
<td>Multi-cut</td>
<td>55.2±0.4</td>
<td>42.1±0.2</td>
<td>42.0±0.6</td>
<td>28.1±0.2</td>
<td>36.6±0.4</td>
<td>24.8±0.3</td>
</tr>
<tr>
<td>Multi-cut with DSD</td>
<td>58.3±0.3</td>
<td>42.2±0.2</td>
<td>44.6±0.4</td>
<td>29.6±0.1</td>
<td>38.2±0.3</td>
<td>25.3±0.2</td>
</tr>
<tr>
<td>Functional Flow (FF)</td>
<td>50.5±0.6</td>
<td>37.0±0.3</td>
<td>32.1±0.4</td>
<td>22.6±0.3</td>
<td>25.4±0.6</td>
<td>18.3±0.3</td>
</tr>
<tr>
<td>FF with DSD</td>
<td>54.0±0.4</td>
<td>40.8±0.2</td>
<td>38.3±0.3</td>
<td>27.1±0.3</td>
<td>31.5±0.3</td>
<td>22.8±0.2</td>
</tr>
</tbody>
</table>

While DSD clearly outperforms other network-based methods of protein function prediction, it still falls somewhat short of the accuracy achieved by biology-based methods such as comparing protein structure. However, we often have little data about the specific features (such as folding patterns) that are needed to make predictions about proteins. Network-based methods like DSD are able to solve this problem by annotating the entire network at once rather than comparing individual protein sequences or structures, resulting in far simpler calculations with minimal loss.
of accuracy.

3.3 Refining Diffusion State Distance

The results in Section 3.2 above prove DSD to be a very promising metric for use in predicting protein function. Furthermore, we obtained these encouraging results using only a simple, undirected model of the yeast PPI network that gave equal weight to all edges in the BioGRID network. In reality, our understanding of the PPI network is much more nuanced: we’re more confident about some interactions than about others, some interactions are naturally directed, and we know that certain interactions tend to send off a chain of interactions to carry out a full biological process. The natural next step, then, would be to fine-tune DSD to take these details into account.

In 2015, Cao et al. modified DSD to incorporate edge weights and explicit pathways, creating new metrics cDSD, caDSD, and capDSD [8]. First, with cDSD, they looked at the PPI data from BioGRID, and they modified the weight of each edge based on how many experiments endorsed that interaction and whether each experiment studied many interactions at once or focused on fewer proteins. Next, with caDSD, they located all interactions endorsed by the KEGG PATHWAY database [20], which are based on rigorous and reliable experimental data, and gave them an edge weight of 1, regardless of their support in BioGRID. Finally, to create capDSD, they looked again to KEGG for information on the fixed pathways that chains of protein interactions are known to follow, and they again modified edge weights to favor those known pathways. Not surprisingly, these changes resulted in increased accuracy at all three levels of the MIPS hierarchy when tested on the yeast PPI network. The best-performing metric was weighted Majority Vote with capDSD, which attained 68.09 ± 0.49% accuracy at the first level (Table 2) [8].
Table 2: Performance of standard functional annotation metrics vs. metrics with cDSD, caDSD, and capDSD in the yeast PPI network [8, Table 2].

<table>
<thead>
<tr>
<th></th>
<th>MIPS 1</th>
<th>MIPS 2</th>
<th>MIPS 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy</td>
<td>F1 score</td>
<td>Accuracy</td>
</tr>
<tr>
<td>Majority Vote (MV)</td>
<td>50.08 ± 0.72</td>
<td>41.45 ± 0.40</td>
<td>40.69 ± 0.49</td>
</tr>
<tr>
<td>MV with original DSD</td>
<td>62.96 ± 0.45</td>
<td>47.40 ± 0.28</td>
<td>49.41 ± 0.65</td>
</tr>
<tr>
<td>MV with cDSD</td>
<td>66.16 ± 0.56</td>
<td>49.10 ± 0.24</td>
<td>53.08 ± 0.54</td>
</tr>
<tr>
<td>MV with caDSD (directed edges)</td>
<td>67.61 ± 0.56</td>
<td>50.37 ± 0.22</td>
<td>59.11 ± 0.67</td>
</tr>
<tr>
<td>MV with capDSD (no directed edges)</td>
<td>67.61 ± 0.42</td>
<td>50.36 ± 0.24</td>
<td>59.11 ± 0.57</td>
</tr>
<tr>
<td>Exit Frequency Distance</td>
<td>67.60 ± 0.37</td>
<td>50.28 ± 0.27</td>
<td>59.46 ± 0.57</td>
</tr>
<tr>
<td>Weighted MV (WMV) with original DSD</td>
<td>63.40 ± 0.51</td>
<td>48.29 ± 0.25</td>
<td>50.69 ± 0.82</td>
</tr>
<tr>
<td>WMV with cDSD</td>
<td>67.07 ± 0.45</td>
<td>50.12 ± 0.35</td>
<td>54.82 ± 0.56</td>
</tr>
<tr>
<td>WMV with caDSD (directed edges)</td>
<td>68.69 ± 0.40</td>
<td>51.48 ± 0.29</td>
<td>60.96 ± 0.51</td>
</tr>
<tr>
<td>WMV with capDSD (no directed edges)</td>
<td>68.68 ± 0.41</td>
<td>51.48 ± 0.25</td>
<td>60.96 ± 0.53</td>
</tr>
<tr>
<td>WMV with capDSD</td>
<td>68.90 ± 0.49</td>
<td>51.61 ± 0.21</td>
<td>61.82 ± 0.59</td>
</tr>
<tr>
<td>Multi-way Cut (GMC)</td>
<td>55.31 ± 0.41</td>
<td>42.18 ± 0.29</td>
<td>42.02 ± 0.43</td>
</tr>
<tr>
<td>GMC with original DSD</td>
<td>58.36 ± 0.32</td>
<td>42.51 ± 0.19</td>
<td>44.63 ± 0.32</td>
</tr>
<tr>
<td>GMC with cDSD</td>
<td>61.11 ± 0.37</td>
<td>42.85 ± 0.23</td>
<td>47.11 ± 0.35</td>
</tr>
<tr>
<td>GMC with caDSD (directed edges)</td>
<td>62.71 ± 0.30</td>
<td>43.46 ± 0.24</td>
<td>52.59 ± 0.25</td>
</tr>
<tr>
<td>GMC with capDSD (no directed edges)</td>
<td>62.76 ± 0.31</td>
<td>43.45 ± 0.25</td>
<td>52.61 ± 0.25</td>
</tr>
<tr>
<td>GMC with capDSD</td>
<td>62.44 ± 0.31</td>
<td>43.43 ± 0.17</td>
<td>52.30 ± 0.46</td>
</tr>
<tr>
<td>Functional Flow (FF)</td>
<td>50.48 ± 0.48</td>
<td>37.17 ± 0.25</td>
<td>32.57 ± 0.48</td>
</tr>
<tr>
<td>FF with original DSD</td>
<td>53.58 ± 0.36</td>
<td>40.75 ± 0.11</td>
<td>38.20 ± 0.65</td>
</tr>
<tr>
<td>FF with cDSD</td>
<td>57.79 ± 0.49</td>
<td>42.82 ± 0.27</td>
<td>42.17 ± 0.58</td>
</tr>
<tr>
<td>FF with caDSD (directed edges)</td>
<td>60.09 ± 0.55</td>
<td>44.81 ± 0.24</td>
<td>49.73 ± 0.41</td>
</tr>
<tr>
<td>FF with capDSD (no directed edges)</td>
<td>60.18 ± 0.47</td>
<td>44.80 ± 0.20</td>
<td>49.67 ± 0.51</td>
</tr>
<tr>
<td>FF with capDSD</td>
<td>58.98 ± 0.53</td>
<td>43.80 ± 0.27</td>
<td>49.32 ± 0.61</td>
</tr>
</tbody>
</table>

4 Exit Frequency Distance

With Diffusion State Distance, we’ve found a way to predict protein function that yields significantly more accurate results than existing network-based methods. However, we would like to be as accurate as possible if we hope to use our functional annotations in a laboratory or clinical setting, and we’re simply not where we’d like to be. The results clearly improved when we added edge weights and fixed pathways in the modified versions of DSD, but can we do better? Consider this: what if instead of letting our random walks go to infinity (as in DSD), we made use of a stopping rule to halt the random walks at some distribution that we get to specify, say a certain vertex or set of vertices? Exit Frequency Distance (EFD) was conceived as another approach to fine-tuning DSD, and it gives us a mathematical way to incorporate our knowledge of important proteins or subnetworks within a PPI network, so we can focus on more meaningful random walks to pre-specified target distributions. Since EFD is focused on random walks to a target distribution,
we can build on the extensive research already done on stopping rules and exit frequencies (Section 2.4) to study EFD’s behavior.

Introduced by Beveridge et al. in 2016 [5], EFD is a metric that measures the similarity of two proteins \( u \) and \( v \) based on the similarity of the pathways of random walks from \( u \) and \( v \) to some pre-specified target distribution \( \tau \). Essentially, EFD is an extension of DSD that halts the random walk at a distribution \( \tau \) instead of taking the limit as the number of steps goes to infinity. Since EFD uses random walks to target distributions, we can now use exit frequencies rather than \( H e^{(k)} \) to keep track of the pathway of the walk. The work of Beveridge et al. on Exit Frequency Distance is summarized below.

### 4.1 Formal definition

Consider a stopping rule \( \Gamma(v_i, \tau) \) for a random walk from vertex \( v_i \) to target distribution \( \tau \), and let \( x_k(v_i, \tau) \) be the optimal exit frequency for vertex \( v_k \) in that walk (optimal exit frequencies can be calculated using equation 7 in Section 2.4). Let \( X_\tau \) be a matrix of exit frequencies of \( \Gamma \) whose entries are given by

\[
X_\tau(i, j) = x_j(v_i, \tau).
\]

**Definition 16.** [5] Given a matrix of exit frequencies \( X_\tau \) for a stopping rule \( \Gamma(v_i, \tau) \), the **Exit Frequency Distance** between vertices \( u \) and \( v \) is given by

\[
EFD_\tau(u, v) = \| (1_u - 1_v) X_\tau \|
\]

where \( 1_i X_\tau \) gives the row of exit frequencies for a walk from vertex \( i \) to distribution \( \tau \).

### 4.2 Connection to Diffusion State Distance

The discrete Green’s function provides the mathematical link between DSD and EFD. Introduced by George Green in 1828, Green’s functions are widely used for solving differential equations but appear in many areas of mathematics. The discrete Green’s function \( G \) is useful for studying discrete Markov chains, such as random walks on graphs, and is defined using the discrete Laplace
operator $\triangle$ [11].

**Definition 17.** [4] For a graph $G$ on $n$ vertices, let $D$ be the $n \times n$ diagonal matrix of vertex degrees with $D_{ii} = d(v_i)$, and let $A$ be the adjacency matrix of $G$. The discrete Laplace operator is the $n \times n$ matrix $\triangle$ given by

$$\triangle = I - D^{-1}A.$$ 

The Laplace operator is related directly to random walks on graphs: $D^{-1}A$ is the transition matrix for the graph $G$, since entry $M_{ij} = 1/d(i)$ if $(i,j) \in E(G)$ and 0 otherwise. Therefore, for a graph with transition matrix $M$, we can write the discrete Laplace operator as

$$\triangle = I - M.$$ 

**Definition 18.** [4] The discrete Green’s function is the unique matrix satisfying

$$G \triangle = I - 1\pi^T,$$

$$G1 = 0.$$ 

Fortunately, we have a much simpler formula for Green’s function in terms of hitting times. If

$$H(\pi, j) = \sum_{i \in V} \pi_i H(i, j)$$

is the expected time for a walk starting from a random vertex to reach vertex $j$, then

$$G(i, j) = \pi_j \left( H(\pi, j) - H(i, j) \right).$$

Boehnlein et al. [6] have shown that

$$DSD(u, v) = \|(1_u - 1_v)G\|.$$ 

In Exit Frequency Distance, then, we have simply replaced Green’s function with the matrix of exit frequencies $X_{\tau}$:

$$EFD_{\tau}(u, v) = \|(1_u - 1_v)X_{\tau}\|.$$
This connection between DSD and EFD serves as another motivating factor for studying EFD. Since the two metrics are mathematically very similar, we have reason to believe that EFD will be as useful as DSD is for measuring protein similarity. With EFD, we simply go one step further and specify a target distribution, which we hope will give us even better results than DSD.

### 4.3 Performance

For the first test of EFD’s performance in 2016, the stationary distribution $\pi$ was chosen as the target distribution. As in the DSD experiments, to assign protein function, $\text{EFD}_\pi$ was substituted for traditional shortest-path distance in the Majority Vote algorithm: every other node in the network was ranked in terms of $\text{EFD}_\pi$ from a given protein, then the closest 10 nodes “voted” on its functional label. This algorithm was compared against unweighted and weighted Majority Vote (MV) using the usual shortest-path distance, as well as against Majority vote using cDSD. When tested on the *S. cerevisiae* PPI network, $\text{EFD}_\pi$ was found to perform with similar accuracy to cDSD and to outperform both unweighted and weighted Majority Vote in predicting protein function (Table 3) [5].

Table 3: Performance of standard functional annotation metrics vs. metrics with $\text{EFD}_\pi$ in the yeast PPI network [5, Table 1].

<table>
<thead>
<tr>
<th>Method</th>
<th>1st Level Accur.</th>
<th>1st Level F1</th>
<th>2nd Level Accur.</th>
<th>2nd Level F1</th>
<th>3rd Level Accur.</th>
<th>3rd Level F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>MV</td>
<td>0.5065</td>
<td>0.4211</td>
<td>0.3977</td>
<td>0.3064</td>
<td>0.3677</td>
<td>0.2919</td>
</tr>
<tr>
<td>wMV</td>
<td>0.5445</td>
<td>0.4451</td>
<td>0.4475</td>
<td>0.3411</td>
<td>0.4208</td>
<td>0.3308</td>
</tr>
<tr>
<td>EFD$\pi$</td>
<td>0.6664</td>
<td>0.4943</td>
<td>0.5420</td>
<td>0.3901</td>
<td>0.4912</td>
<td>0.3634</td>
</tr>
<tr>
<td>cDSD</td>
<td>0.6689</td>
<td>0.4917</td>
<td>0.5528</td>
<td>0.3999</td>
<td>0.5015</td>
<td>0.3716</td>
</tr>
</tbody>
</table>

These results support our conjecture that DSD and EFD behave similarly on PPI networks, which is not surprising given their mathematical similarities discussed above. However, they only tell us what happens when we use the stationary distribution $\pi$ as our target distribution. Since any random walk (on a non-bipartite graph) will already tend to $\pi$, it doesn’t take into account any other knowledge we might have about a graph or its special properties – so what about other target distributions? A natural second choice for our target distribution is the forget distribution,
another distribution whose properties relating to exit frequencies are well-studied.

Recall from Definition 13 that the forget distribution $\mu$ is reached when the distribution no longer reflects where the random walk began. Since $\pi$ is the limiting distribution for a random walk, $\mu$ is always reached before $\pi$ (recall from Section 2.5 that $T_{\text{target}} \leq T_{\text{mix}}$). While using $\pi$ as our target distribution tells us how a random walk behaves over a long period of time, then, using $\mu$ as our target distribution allows us to see what happens earlier on in the walk. In the context of PPI networks, it makes sense to look at the early behavior of a random walk, since random walks from different starting proteins will be most different at the beginning, while over time, they will start to look more and more similar as they approach $\pi$.

In general, the forget distribution is distinct from the stationary distribution, so we would expect $\text{EFD}_{\mu}$ and $\text{EFD}_{\pi}$ to yield different results, as the exit frequencies for a random walk to $\mu$ should be distributed differently from those of a random walk to $\pi$. However, in preliminary experiments measuring $\text{EFD}_{\mu}$ on PPI networks, $\text{EFD}_{\mu}$ appeared to actually equal $\text{EFD}_{\pi}$ (the exit frequencies for random walks to $\mu$ were the same as the exit frequencies for random walks to $\pi$). Further investigation proved that $\text{EFD}_{\mu} = \text{EFD}_{\pi}$ on any tree. These unusual experimental results suggest that PPI networks might behave similarly to trees, a property that might help us understand how PPI networks behave under network-based metrics like EFD [7].

5 Random walks on trees

5.1 Hitting time on trees

Based on the fact that $\text{EFD}_{\mu} = \text{EFD}_{\pi}$ on trees, we’d like to further investigate the special properties of trees that might lead to this unique behavior. It turns out that there is a mathematical reason for this, related to the access times $H(i, \pi)$ and $H(i, \mu)$ on trees, which will be discussed in more detail below. Since it appears that $\text{EFD}_{\mu}$ also equals $\text{EFD}_{\pi}$ on the yeast PPI network, we hope to use the insight we gain on trees to better inform our decision of which target distribution to use when calculating Exit Frequency Distance.
Fortunately, trees are much more straightforward to study than other, more complicated types of graphs. Because trees are acyclic, there exists a unique shortest path between any two vertices, a fact that makes hitting time significantly easier to calculate. Beveridge demonstrates that hitting time in a tree can be computed using a simple formula dependent only on distance [3]. For vertices $i$, $j$, and $k$ in a tree, let

$$\ell(i, k; j) = \frac{1}{2}(d(i, j) + d(k, j) - d(i, k))$$

be the length of the intersection of the $(i, j)$-path and the $(k, j)$-path. Then the hitting time from $i$ to $j$ is

$$H(i, j) = \sum_{k \in V} \ell(i, k; j)d(k), \quad (10)$$

where $d(k)$ is the degree of vertex $k$ [3].

Let’s walk through an example to see equation 10 in action. Consider a simple tree on three “legs” extending from a single “root” vertex $v_0$ (Figure 7). We’ll call these legs 1, 2, and 3, and we’ll label their leaves $\ell_1$, $\ell_2$, and $\ell_3$, respectively. (Section 6 will introduce this labeling system more formally, and Section 7 will consider properties of this particular type of tree in more depth.) In this example, let’s compute the hitting time $H(i, j)$ between the vertices labeled $i$ and $j$ in Figure 7.

![Figure 7: An $a,b,b$ spider.](image)

To calculate $H(i, j)$, we can first split the vertices into three groups based on degree: the three
leaves have degree 1, the root has degree 3, and every other vertex has degree 2 (for simplicity of notation in the following calculations, we’ll refer to any arbitrary vertex with degree 2 as $k_2$). So our sum becomes

$$H(i, j) = \ell(i, \ell_1; j) + \ell(i, \ell_2; j) + \ell(i, \ell_3; j) + 3\ell(i, v_0; j) + 2\sum_{k_2 \in V} \ell(i, k_2; j). \quad (11)$$

Now, let’s find the length of the overlap of each $k - j$ path with the $i - j$ path.

degree-1 vertices: $\ell(i, \ell_1; j) = 2$
$\ell(i, \ell_2; j) = 0$
$\ell(i, \ell_3; j) = 1$

degree-3 vertex: $\ell(i, v_0; j) = 1$

degree-2 vertices: For $k_2$ on leg 1, $\ell(i, k_2; j) = 2$
For $k$ on leg 2, $\ell(i, k; j) = 0$
For $k$ on leg 3, $\ell(i, k; j) = 1$

There are two degree-2 vertices on leg 1 and three each on legs 2 and 3. We now have all the elements we need to calculate the hitting time from $i$ to $j$, so we can simply plug them into equation 11 to obtain

$$H(i, j) = 3(1) + 2 + 0 + 1 + 2(2(2) + 3(1)) = 20.$$  

5.2 Centers of trees

To better understand how a tree’s structure affects the behavior of a random walk, let’s now consider what it means for a vertex to be at the “center” of a tree in terms of time rather than traditional distance. The “average” center of a tree is simply the vertex that minimizes the average hitting time from all other vertices.

**Definition 19.** [3] The **average center** of a tree is the vertex $j$ satisfying

$$\min_{j \in V} \sum_{i \in V} \pi_i H(i, j).$$
Sometimes we care more about how long it takes for a random walk to reach the farthest corners of a graph rather than how long it takes to get to any vertex on average. The “extremal” center, or focus, of a tree is the vertex that minimizes its maximum hitting time – that is, the hitting time from its farthest-away, or pessimal, vertex is minimized.

**Definition 20.** [3] For a vertex \( j \in V \), a vertex \( j' \) is **j-pessimal** if it satisfies

\[
H(j', j) = \max_{i \in V} H(i, j).
\]

**Definition 21.** [3] The **focus** of a tree is the vertex \( a \) satisfying

\[
H(a', a) = \min_{j \in V} H(j', j) = \min_{j \in V} \max_{i \in V} H(i, j).
\]

Every tree has either one focus or two adjacent foci [3]. It’s valuable to know the location of the focus because it can reveal nuances in the behavior of random walks on graphs that might not be immediately apparent. For example, Figure 8 shows two trees that differ by only a single vertex, yet their foci have different locations.

![Figure 8: Two trees and their foci, shaded in black.](image)

Now that we’re familiar with the idea of the focus, we can return once again to the forget distribution \( \mu \), which turns out to have some properties that are particularly interesting on trees. It’s been proven that for any tree, \( \mu \) is concentrated on its focus (or foci) [3]. This makes sense: from Definition 12, we know that \( \mu \) minimizes the expected time of a random walk starting from
the worst-possible starting state, and similarly, the focus is defined as having the minimum time from its furthest-away vertex. Not only is \( \mu \) concentrated on the focus, but furthermore, for all \( i \in V \),

\[
H(i, \pi) = H(i, \mu) + H(\mu, \pi).
\] (12)

In terms of stopping rules, this means that following an optimal stopping rule from a vertex \( i \) to \( \mu \), and then another optimal stopping rule from \( \mu \) to \( \pi \), will produce an optimal stopping rule from \( i \) to \( \pi \). This result is vital: it tells us that on any tree, a random walk will always hit the forget distribution “on the way” to the stationary distribution, which is not true for graphs in general. We now have more insight into why \( \text{EFD}_\mu = \text{EFD}_\pi \) on trees: no matter which vertex a random walk starts from, it will always have the same exit frequencies between \( \mu \) and \( \pi \), so when calculating \( \text{EFD}_\pi \) between two vertices, any exit frequencies gained after the random walks reach \( \mu \) will cancel.

6 Simplified tree vertex labeling

When calculating hitting time on a tree, it will be helpful to have a better way to measure distance between vertices that doesn’t rely on repeatedly counting by hand the length of the shortest path connecting them. Here, we’ll introduce a new system of vertex notation that simplifies this calculation by assigning “coordinates” to the vertices of a tree, allowing us to measure distance between vertices by simply taking the \( L_1 \) norm of the difference of their coordinates.

We can think of a tree as consisting of a set of “legs” extending from some “root” vertex. The basic idea is that a vertex’s coordinate will tell us how many steps down each leg we must walk in order to find that vertex. To assign coordinates, we’ll first number the vertices (arbitrarily), which will act as a tiebreaker to help us decide which vertices correspond to which leg. We’ll call the highest-degree vertex (with the lowest number, if there are multiple) the “root,” to which we’ll assign a coordinate of zeros \((0, 0, \ldots, 0)\). Next, we’ll give each vertex a coordinate by tracing its path from the root, counting the number of steps we take down each leg and adding to a new entry of the coordinate every time we branch off onto a new leg.
When we hit a point where the tree branches into multiple new legs, how will we decide which one is a continuation of the current leg and which ones are “new” legs? This is where the vertex numbers come in: all vertices in the path from the root to the lowest-numbered leaf will be on leg 1; all vertices in the path from the root to the second lowest-numbered leaf, not including those already on leg 1, will be on leg 2; and so on (so all vertices in the path from the root to leaf \( k \), not including those already on a lower-numbered leg, will be on leg \( k \)). Once we’ve assigned a coordinate to a vertex, we can now find exactly its place in the tree and its distance from the root, which is simply the sum of its entries. For a tree with \( m \) leaves, each coordinate will be a vector in \( m \) dimensions, so we can now think of the tree as existing in \( \mathbb{R}^m \), with each new leg branching off into a new dimension. This will be a helpful way to think about trees with three legs (which we’ll examine in more detail in Section 7); their legs will simply run along the \( x \), \( y \), and \( z \) axes in \( \mathbb{R}^3 \).

### 6.1 Important terms and notation

Now that we’re familiar with the general idea behind vertex coordinates, we’ll work through the process of assigning vertex coordinates more formally. Before we start, let’s define some terms and notation we’ll be using. Consider a tree \( G = (V, E) \) on \( n \) numbered vertices \( \{v_1, v_2, \ldots, v_n\} \), with \( v_i \) corresponding to the vertex labeled with number \( i \). Suppose our tree has \( m \) leaves; for ease of notation, denote the set of leaves \( \{\ell_1, \ldots, \ell_m\} \), so that if \( \ell_i \) and \( \ell_j \) correspond to vertices \( v_i' \) and \( v_j' \), respectively, then \( i' < j' \iff i < j \). Each vertex will eventually be assigned a coordinate \( c(v_i) = (x_1, \ldots, x_m) \) in \( m \) dimensions, with \( c(v_i)_k \) corresponding to the \( k \)th entry in the coordinate.

**Definition 22.** For a tree on \( n \) labeled vertices \( \{x_1, \ldots, x_n\} \), the **root** is the highest-degree vertex with the lowest index. Denote the root \( v_0 \).

\[
v_0 = \min_i \{v_i \in V | d(v_i) = \max_{v \in V} d(v)\}.
\]

To assign vertex coordinates, we’ll need to have a specific way of defining what a “leg” of a tree is. Ultimately, every leg will end in a leaf, so a tree with \( m \) leaves will have \( m \) legs. Since our graph is a tree, there is a unique path between any two vertices; therefore, we can partition the vertices into legs by looking at the paths between the root and each leaf.
Definition 23. For a tree with root $v_0$ and vertices $\{v_i\}$, $P_{v_k}$ denotes the unique path of vertices from $v_0$ to vertex $v_k$.

The path between the root and each leaf $\ell_i$ will thus be denoted $P_{\ell_i}$. Notice that these paths may intersect; in Figure 11 below, for example, $P_{\ell_3} \cap P_{\ell_4} = \{v_1, v_5, v_6\}$. We’ll now define the legs of a tree by removing these overlaps, so leg 1 will simply contain all vertices in $P_{\ell_1}$, leg 2 will contain all vertices in $P_{\ell_2} \setminus P_{\ell_1}$, leg 3 will contain all vertices in $P_{\ell_3} \setminus (P_{\ell_2} \cup P_{\ell_1})$, and so on.

Definition 24. For a tree with paths $P_{\ell_i}$ between the root and its leaves, leg $k$ is the set of all vertices in $P_{\ell_k}$, minus the vertices in $P_{\ell_i}$ for all $i < k$.

$$\text{leg } k = \{v \in V \mid v \in P_k \setminus \bigcup_{i=1}^{k-1} P_i\}.$$

6.2 Assigning vertex coordinates

For each vertex $v_i \in V$, we’ll assign a unique coordinate $c(v_i) = (x_1, \ldots, x_m)$. The process is simple:

1. Locate the path $P_{v_i}$ from $v_0$ to $v_i$.

2. Set each entry $c(v_i)_k$ to the length of the overlap of $P_{v_i}$ with leg $k$.

$$c(v_i)_k = |P_{v_i} \cap \text{leg } k|.$$ 

We can now easily locate any vertex $v_i$ in the tree by going $c(v_i)_1$ steps down leg 1, $c(v_i)_2$ steps down leg 2, $c(v_i)_3$ steps down leg 3, and so on, tracing a continuous path from the $v_0$ to $v_i$. Notice that if $P_{v_i}$ does not intersect leg $k$, then $c(v_i)_k = 0$.

Let’s walk through an example of assigning vertex coordinates. A tree with two leaves will have coordinates in $\mathbb{R}^2$ (Figure 9). We’ll first number each vertex arbitrarily, then choose the vertex of degree two with the lowest number (which will be somewhere in the middle of the path) to be the root $v_0 = (0, 0)$. From there, all vertices on one side of the root (leading to the lower-numbered leaf) will have coordinate $(x_1, 0)$, with $x_1$ corresponding to their distance from the root, and all vertices on the other side of the root (leading to the higher-numbered leaf) will have coordinate...
(0, x₂), with x₂ similarly corresponding to their distance from the root. Since each vertex will be assigned a coordinate in two dimensions, we can also think of our tree as the number line in \( \mathbb{R}^2 \), with one leg corresponding to the x-axis and the other corresponding to the y-axis.

![Diagram of a tree and its corresponding coordinates in \( \mathbb{R}^2 \).](image)

Note that the resulting set of vertex coordinates is not unique, as they depend entirely on the original numbering of the vertices. If we numbered the vertices in a different way, as in Figure 10, then we would end up with different vertex coordinates. Importantly, for any tree whose vertices have already been numbered (though arbitrarily), its vertex coordinates are still unique, and the distance between vertices can still be measured using \( L_1 \) distance (Theorem 1).

![Diagram of a tree and its corresponding coordinates in \( \mathbb{R}^2 \).](image)

As another example, the tree in Figure 11 will have coordinates in \( \mathbb{R}^4 \). As above, we’ll first number the vertices of the tree, then we’ll choose the lowest-numbered vertex of degree three to be the root (0, 0, 0, 0). From there, we’ll assign coordinates to the vertices by counting their distance down each leg, starting with those leading to the lowest-numbered leaf and working up from there.

![Diagram of a tree and its corresponding coordinates in \( \mathbb{R}^4 \).](image)
Theorem 1. Consider a tree on $n$ numbered vertices $\{v_1, \ldots, v_n\}$ with $m$ leaves $\{\ell_1, \ldots, \ell_m\}$. The above method assigns a coordinate $c(v_i)$ in $m$ dimensions to each vertex $v_i$ so that:

1. Each vertex has one unique coordinate, and

2. We can measure the distance between two vertices by taking the difference in the $L_1$ norm of
the difference of their coordinates:

\[ d(v_i, v_j) = \sum_{k=1}^{m} |c(v_i)_k - c(v_j)_k|. \]

Proof.

1. By our algorithm, we assign a coordinate \( c(v_i) \) to a vertex \( v_i \) so that each entry \( c(v_i)_k \) corresponds to \( v_i \)'s distance down each leg \( k \) of the tree (this is equivalent to \( |P_{v_i} \cap \text{leg } k| \)). Suppose two vertices \( v_i, v_j \) have the same coordinate: then every entry in \( c(v_i) \) is the same as every entry in \( c(v_j) \), so \( c(v_i)_k = c(v_j)_k \forall k \in \{1, \ldots, m\} \). It follows that the path from \( v_0 \) to \( v_i \) is the same as the path from \( v_0 \) to \( v_j \), because we can locate both \( v_i \) and \( v_j \) by going \( c(v_i)_1 = c(v_j)_1 \) steps down leg 1, \( c(v_i)_2 = c(v_j)_2 \) steps down leg 2, and so on. Since we’re working on a tree, there is a unique shortest path between any two vertices, so \( v_i = v_j \).

Thus, every coordinate is unique.

2. Why does the \( L_1 \) norm of the difference of two coordinates give us the distance between their corresponding vertices? Let’s think about the way we assign coordinates. As above, for vertex \( v_i \), each entry \( c(v_i)_k \) is the distance down leg \( k \), so we can find the location of \( v_i \) by going \( c(v_i)_k \) steps down each leg \( k \in \{1, \ldots, m\} \). For two different vertices \( v_i, v_j \), \( |c(v_i)_k - c(v_j)_k| \) gives us the number of steps on leg \( k \) by which \( P_{v_i} \) and \( P_{v_j} \) differ. By taking \( \sum_{k=1}^{m} |c(v_i)_k - c(v_j)_k| \), then, we get the total number of vertices by which \( P_{v_i} \) and \( P_{v_j} \) differ.

This number is the same as \( d(v_i, v_j) \). Why? The set of vertices by which \( P_{v_i} \) and \( P_{v_j} \) differ is in fact the path from \( v_i \) to \( v_j \). If \( P_{v_i} \) and \( P_{v_j} \) meet at the root \( v_0 \), then this path is simply \( P_{v_i} \cup P_{v_j} \), and

\[ |P_{v_i} \cup P_{v_j}| = |P_{v_i}| + |P_{v_j}| = d(v_i, v_0) + d(v_0, v_j) = d(v_i, v_j). \]

If they meet at some other vertex (call this vertex \( v'_0 \) for now) then this path is \( (P_{v_i} \cup P_{v_j}) \setminus P_{v'_0} \),
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and

\[ |(P_{v_i} \cup P_{v_j}) \setminus P_{v_0}'| = |(P_{v_i} \setminus P_{v_0}') \cup (P_{v_j} \setminus P_{v_0}')| = |P_{v_i} \setminus P_{v_0}'| + |P_{v_j} \setminus P_{v_0}'| = d(v_i, v_0') + d(v_j', v_j) = d(v_i, v_j). \]

Therefore, in both cases, the number of vertices by which \( P_{v_i} \) and \( P_{v_j} \) differ is \( d(v_i, v_j) \), which is the length of the path from \( v_i \) to \( v_j \), and we conclude that \( d(v_i, v_j) = \sum_{k=1}^{m} |c(v_i)_k - c(v_j)_k| \).

\[
\square
\]

7 Exploring simple trees

When studying target distributions for EFD on trees, it has been helpful to begin by studying the properties of random walks on simple trees, so we can eventually apply that knowledge to more complicated trees. The simplest type of tree is a path (as in Figure 12), and random walks on paths are very straightforward: they can only move up or down the path. The next step, then, is to study trees on three “legs,” essentially paths with an extra path attached somewhere in the middle. For simplicity, we’ll call these types of trees spiders (Figure 13 below gives an example). These trees turn out to be significantly more complicated than paths. For example, consider the forget distribution, which is a target distribution we’re particularly interested in on trees. From Section 5, we know that \( \mu \) is concentrated on a tree’s focus, which is the vertex whose hitting times to its pessimal vertices are minimized (Definition 21). On a path, the focus is simply the middle vertex (or, if \( |V| \) is even, then the two middle vertices will be the foci) (Figure 12).

![Figure 12: A path and its focus, shaded in black.](image)

Once we look at trees on three legs, however, the placement of the focus is much less intuitive; Figure 8, for example, shows that even a slight change in the lengths of a tree’s legs can cause the location of the focus to shift. In this section, we’ll show that if the two longer legs of a spider are of equal length, then the focus is guaranteed to be at the root (Theorem 2). From now on, we’ll call these special types of spiders \( a, b, b \) spiders, since their legs are of length \( a, b, \) and \( b \). We’ll denote
the root of this tree $v_0$ and its leaves $\ell_1$, $\ell_2$, and $\ell_3$.

**Definition 25.** An *$a,b,b$ spider* is a tree made up of three paths of length $a$, $b$, and $b$ extending from a single degree-3 vertex, with $2 < a < b$.

![Figure 13: An $a,b,b$ spider.](image)

Since we want to prove that the root $v_0$ is the focus, we’ll be calculating the maximum hitting time from every vertex in the tree and showing that $v_0$ minimizes this value, thus achieving $\min_{j \in V} \max_{i \in V} H(i,j)$. Hitting time is calculated using distance (equation 10), so this will be a great time to use our new vertex labeling scheme from Section 6. By assigning a coordinate $(x,y,z)$ to each vertex, we can easily measure distance between two vertices by taking the $L_1$ distance of their coordinates. We can now also think of an $a,b,b$ spider as running along the three axes in $\mathbb{R}^3$ (Figure 14).
\[(0, 0, b) = \ell_3\]
\[
\vdots
\]
\[
(0, 0, 1)
\]
\[
v_0 \cdot (0, 1, 0) \cdots - \cdots - (0, b, 0) = \ell_2
\]
\[
(1, 0, 0)
\]
\[
\cdots
\]
\[
(a, 0, 0) = \ell_1
\]

Figure 14: An \(a, b, b\) spider in \(\mathbb{R}^3\).

We’ll now refer to each leg as leg 1 (with length \(a\)), 2 (with length \(b\)), and 3 (with length \(b\)), where \(\ell_1 = (a, 0, 0)\), \(\ell_2 = (0, b, 0)\), and \(\ell_3 = (0, 0, b)\); the root is \(v_0 = (0, 0, 0)\). For our \(a, b, b\) spider, we can now easily calculate the distance between two vertices \(i = (x_1, y_1, z_1)\) and \(j = (x_2, y_2, z_2)\) by taking their \(L_1\) norm:

\[d(i, j) = |x_1 - x_2| + |y_1 - y_2| + |z_1 - z_2|.

From here on, we’ll continue to use coordinate notation \((x, y, z)\) to refer to vertices in our graph, with the exception of the root \(v_0\) and the leaves \(\ell_1, \ell_2, \text{ and } \ell_3\).

7.1 Proof: The focus of an \(a, b, b\) spider is the root

**Theorem 2.** For an \(a, b, b\) spider as defined above, the focus is the root \(v_0\).

\[H(v'_0, v_0) = \min_{j \in V} \max_{i \in V} H(i, j).

Proof. We want to show that \(H(v'_0, v_0)\), which achieves \(\max_{i \in V} H(i, v_0)\), is smaller than \(H(v'_i, v_i)\) for every other vertex \(v_i\). To do so, we’ll need to be able to calculate the hitting time between any two vertices in our tree. In Section 5, we already worked through an example of calculating hitting
time on a general $a,b,b$ spider, so we can follow the same process as before to calculate $H(i,j)$.

Recall that when a tree has three legs, the formula for hitting time is

$$
H(i,j) = \ell(i,\ell_1;j) + \ell(i,\ell_2;j) + \ell(i,\ell_3;j) + 3\ell(i,v_0;j) + 2\sum_{k_2\in V} \ell(i,k_2;j),
$$

where $\ell(i,k;j)$ is the length of the overlap of the $i-j$ and $k-j$ paths.

First, we’ll calculate $\max_{i\in V} H(i,v_0)$, and then we’ll show that $\max_{i\in V} H(i,v_0) \leq \max_{i\in V} H(i,j), \forall j \in V$, thus proving that $v_0$ achieves $\min_{j\in V} \max_{i\in V} H(i,j)$.

### 7.1.1 Finding $\max_{i\in V} H(i,v_0)$

We want to find the hitting time from $v_0$’s furthest-away (pessimal) vertex or vertices to $v_0$ by finding the maximum hitting time $H(i,v_0)$ over all $i \in V$. Let’s consider three cases: $i$ may be on leg 1, 2, or 3. To calculate $H(i,v_0)$ for each case of $i$, we’ll have to find $\ell(i,k;v_0)$ for every other vertex $k$ on the graph, which includes:

- the degree-1 vertices ($\ell_1, \ell_2, \ell_3$),
- the degree-3 vertex ($v_0$), and
- the degree-2 vertices (all other vertices in the graph, denoted generally as $k_2$).

Note that $\ell(i,k_2;v_0)$ will be different based on the location of each degree-2 vertex. If $k_2$ is on the same leg as $i$ but closer to the leaf, then $\ell(i,k_2;v_0) = d(i,v_0)$; if $k_2$ is on the same leg as $i$ but closer to $v_0$, then $\ell(i,k;v_0) = d(k,v_0)$; and if $k_2$ is on a different leg from $i$, then $\ell(i,k_2;v_0) = 0$.

Once we’ve found $\ell(i,k;v_0)$ for each $i,k \in V$, the last piece of information we need is the number of degree-2 vertices in the graph so we can properly sum them. Since we’re working on an $a,b,b$ spider, we know that the total number of degree-2 vertices is $a + 2b - 2$. We’ll need to break this total down further to account for the different possible placements of the degree-2 vertices described above.
For each case of $i$ that follows, we’ll calculate each of these components $\ell(i, k; v_0)$, then put them together to find $H(i, v_0)$.

1. **$i$ on leg 1**

   For any $i$ on leg 1 with $d(i, v_0) = x$, we can refer to $i$ using its (general) coordinate $(x, 0, 0)$.

   We’ll now find $\ell(i, k; v_0)$ for all vertices $k$ in our graph by considering carefully the length of the overlap of the $i − j$ and $k − j$ path for every $k$.

   - **degree-1 vertices**: $\ell(i, \ell_1; v_0) = d(i, v_0) = x$
     
     $\ell(i, \ell_2; v_0) = \ell(i, \ell_3; v_0) = 0$

   - **degree-3 vertex**: $\ell(i, v_0; v_0) = 0$

   - **degree-2 vertices**: For $k$ on leg 1 between $i$ and $\ell_1$: $\ell(i, k; v_0) = d(i, v_0) = x$

     For $k$ on leg 1 between $i$ and $v_0$, including $i$: $\ell(i, k; v_0) = d(k, v_0)$

     For $k$ on leg 2 or 3: $\ell(i, k; v_0) = 0$

   Now, our challenge is to count the number of degree-2 vertices on leg 1 either side of $i$ and $v_0$ so we can properly sum the lengths of their overlaps to find $\sum_{k_2 \in V} \ell(i, k_2; v_0)$.

   - For $k$ between $i$ and $\ell_1$, not including $i$, our sum is

     \[
     \sum_{k_2 \in V} \ell(i, k_2; j) = x \cdot (\text{number of degree-2 vertices between } i \text{ and } \ell_1)
     \]

     \[
     = x(a - d(i, v_0) - 1)
     \]

     \[
     = x(a - x - 1).
     \]

   - For $k$ between $i$ and $v_0$, including $i$, our sum is

     \[
     \sum_{k_2 \in V} \ell(i, k_2; v_0) = d((1, 0, 0), v_0) + d((2, 0, 0), v_0) + \cdots + d(i, v_0)
     \]

     \[
     = 1 + \cdots + x
     \]

     \[
     = \frac{x(x + 1)}{2}.
     \]
Putting this together, we find that for $i = (x, 0, 0)$ on leg 1, hitting time can be calculated as

$$H(i, v_0) = x + 2\left(x(a - x - 1) + \frac{x(x + 1)}{2}\right)$$
$$= x + 2x(a - x - 1) + x(x + 1)$$
$$= x(2a - x).$$

2. *i* on leg 2

For any $i$ on leg 2 with $d(i, v_0) = y$, we can refer to $i$ as $(0, y, 0)$. Again, we'll find $\ell(i, k; v_0)$ for all vertices $k$ on the graph, considering the same cases as above.

degree-1 vertices: $\ell(i, \ell_2; v_0) = d(i, v_0) = y$
$\ell(i, \ell_1; v_0) = \ell(i, \ell_3; v_0) = 0$

degree-3 vertex: $\ell(i, v_0; v_0) = 0$

degree-2 vertices: For $k$ on leg 2 between $i$ and $\ell_2$: $\ell(i, k; v_0) = d(i, v_0) = y$

For $k$ on leg 2 between $i$ and $v_0$, including $i$: $\ell(i, k; v_0) = d(k, v_0)$

For $k$ on leg 1 or 3: $\ell(i, k; v_0) = 0$

As we did with $i$ on leg 1, we’ll now find $\sum_{k_2 \in V} \ell(i, k_2; j)$ for all degree-2 vertices in the graph.

For $k$ between $i$ and $\ell_2$, not including $i$, our sum is

$$\sum_{k_2 \in V} \ell(i, k_2; v_0) = y \cdot \text{(number of degree-2 vertices between } i \text{ and } \ell_2)$$
$$= y(b - d(i, v_0) - 1)$$
$$= y(b - y - 1).$$

For $k$ between $i$ and $v_0$, including $i$, our sum is

$$\sum_{k_2 \in V} \ell(i, k_2; v_0) = d((0, 1, 0), v_0) + d((0, 2, 0), v_0) + \cdots + d(i, v_0)$$
$$= 1 + \cdots + y$$
$$= \frac{y(y + 1)}{2}.$$
Thus, for $i = (0, y, 0)$ on leg 2, we have

$$H(i, v_0) = y + 2\left(y(b - y - 1) + \frac{y(y + 1)}{2}\right)$$

$$= y + 2y(b - y - 1) + y(y + 1)$$

$$= y(2b - y).$$

3. $i$ on leg 3

For $i$ on leg 3 with $d(i, v_0) = z$, we can write $i$ as $(0, 0, z)$. Since leg 3 is identical in structure to leg 2, we find by symmetry that

$$H(i, v_0) = z(2b - z).$$

Maximizing $H(i, v_0)$

We have now found specific hitting time formulas for any $i \in V$:

- $i = (x, 0, 0)$ on leg 1: $H(i, v_0) = x(2a - x)$
- $i = (0, y, 0)$ on leg 2: $H(i, v_0) = y(2b - y)$
- $i = (0, 0, z)$ on leg 3: $H(i, v_0) = z(2b - z)$

Now, we’ll maximize these hitting times, keeping in mind the constraints of our $a, b, b$ spider, in which $2 < x \leq a$, $2 < y \leq b$, $2 < z \leq b$, and $2 < a < b$.

- $i$ on leg 1: $\frac{d}{dx} (x(2a - x)) = 2a - 2x = 0 \Rightarrow x = a \Rightarrow \max_i H(i, v_0) = a^2$
- $i$ on leg 2: $\frac{d}{dy} (y(2b - y)) = 2b - 2y = 0 \Rightarrow y = b \Rightarrow \max_i H(i, v_0) = b^2$
- $i$ on leg 3: $\frac{d}{dz} (z(2b - z)) = 2b - 2z = 0 \Rightarrow z = b \Rightarrow \max_i H(i, v_0) = b^2$

Since $a < b$, we find that $\max_{i \in V} H(i, v_0) = b^2$ is achieved by $i = \ell_2$ and $i = \ell_3$.  
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7.1.2 Finding $\max_{i \in V} H(i, j)$ for all other $j \in V$

Again, recall equation 11 for hitting time on an $a, b, b$ spider:

$$H(i, j) = \ell(i, \ell_1; j) + \ell(i, \ell_2; j) + \ell(i, z_0; j) + 3\ell(i, v_0; j) + 2 \sum_{k_2 \in V} \ell(i, k_2; j).$$

As in Section 7.1.1 above, we’ll consider various cases of $i$ and $j$ to find a formula for $H(i, j)$ for any pairing of $i$ and $j$. In particular, our calculations will be different depending on whether $i$ and $j$ are on the same leg or if they’re located on different legs. Furthermore, for $i$ and $j$ on the same leg, we’ll need to consider extra sub-cases based on whether $i$ or $j$ is located closer to $v_0$, since this will affect how the $i - j$ and $k - j$ paths will overlap for different $k$.

1. $i$ and $j$ on leg 1

(a) $j$ closer to $v_0$

As in the previous section, we’ll find $\ell(i, k; j)$ for each case of $k$ (degree 1, 2, or 3), and then we’ll put those lengths into the above formula to find hitting time between any $i, j$ on leg 1. For $i, j$ on leg 1 with $d(i, v_0) = x_1$ and $d(j, v_0) = x_2$, we’ll write $i = (x_1, 0, 0)$ and $j = (x_2, 0, 0)$. In this case, $x_1 > x_2$ (since $j$ is closer to $v_0$), and $d(i, j) = x_1 - x_2$.

Now, let’s examine the lengths of the overlaps of the $i - j$ and $k - j$ paths for every vertex $k$ in our graph.

- **degree-1 vertices:**
  - $\ell(i, \ell_1; j) = d(i, j) = x_1 - x_2$
  - $\ell(i, \ell_2; j) = \ell(i, \ell_3; j) = 0$

- **degree-3 vertex:**
  - $\ell(i, v_0; j) = 0$

- **degree-2 vertices:**
  - For $k$ between $i$ and $\ell_1$: $\ell(i, k; j) = d(i, j) = x_1 - x_2$
  - For $k$ between $i$ and $j$, including $i$: $\ell(i, k; j) = d(k, j)$
  - For $k$ between $j$ and $v_0$ or on another leg: $\ell(i, k; j) = 0$

Now, let’s find $\sum_{k_2 \in V} \ell(i, k_2; j)$ for all degree-2 vertices in the graph.
For $k$ between $i$ and $\ell_1$, not including $i$, our sum is

$$\sum_{k_2 \in V} \ell(i, k_2; j) = (x_1 - x_2) \cdot (\text{number of degree-2 vertices between } i \text{ and } \ell_1)$$

$$= (x_1 - x_2)(a - d(i, v_0) - 1)$$

$$= (x_1 - x_2)(a - x_1 - 1).$$

For $k$ between $i$ and $j$, including $i$, our sum is

$$\sum_{k_2 \in V} \ell(i, k_2; j) = 1 + \cdots + d(i, j)$$

$$= 1 + \cdots + (x_1 - x_2)$$

$$= \frac{(x_1 - x_2)(x_1 - x_2 + 1)}{2}.$$  

Summing over all vertices, we find that

$$H(i, j) = (x_1 - x_2) + 2((a - x_1 - 1)(x_1 - x_2) + \frac{(x_1 - x_2)(x_1 - x_2 + 1)}{2})$$

$$= (x_1 - x_2)(1 + 2a - 2x_1 - 2 + x_1 - x_2 + 1)$$

$$= (x_1 - x_2)(2a - x_1 - x_2).$$

(b) $i$ closer to $v_0$

In this case, for $i, j$ on leg 1 with $i$ closer to $v_0$ (instead of $j$), we’ll still write $i = (x_1, 0, 0)$ and $j = (x_2, 0, 0)$. Now, we have $x_2 > x_1$ since $i$ is closer to $v_0$, and $d(i, j) = x_2 - x_1$. This time, we need to be careful when thinking about the lengths of the overlaps of the paths; they’ll be different since $i$ and $j$ have switched positions.

degree-1 vertices: $\ell(i, \ell_1; j) = 0$

$\ell(i, \ell_2; j) = \ell(i, \ell_3; j) = d(i, j) = x_2 - x_1$

degree-3 vertex: $\ell(i, v_0; j) = d(i, j) = x_2 - x_1$

degree-2 vertices: For $k$ between $j$ and $\ell_1$: $\ell(i, k; j) = 0$

For $k$ between $i$ and $j$, including $i$: $\ell(i, k; j) = d(k, j)$

For $k$ between $i$ and $v_0$ or on another leg: $\ell(i, k; j) = d(i, j) = x_2 - x_1$
For $k$ between $i$ and $j$, including $i$, we have

$$\sum_{k_2 \in V} \ell(i, k_2; j) = 1 + \cdots + d(i, j)$$

$$= 1 + \cdots + (x_2 - x_1)$$

$$= \frac{(x_2 - x_1)(x_2 - x_1 + 1)}{2}.$$  

For $k$ between $i$ and $v_0$ or on another leg, we have

$$\sum_{k_2 \in V} \ell(i, k_2; j) = (x_2 - x_1) \cdot (\text{number of degree-2 vertices between } i \text{ and } v_0 \text{ or on another leg})$$

$$= (x_2 - x_1)((b - 1) + (b - 1) + (d(i, v_0) - 1))$$

$$= (x_2 - x_1)(2b - 2 + x_1 - 1)$$

$$= (x_2 - x_1)(2b - 3 + x_1).$$

Thus, we find that

$$H(i, j) = 2(x_2 - x_1) + 3(x_2 - x_1) + 2\left(\frac{(x_2 - x_1)(x_2 - x_1 + 1)}{2} + (x_2 - x_1)(2b - 3 + x_1)\right)$$

$$= (x_2 - x_1)(5 + x_2 - x_1 + 1 + 4b - 6 + 2x_1)$$

$$= (x_2 - x_1)(4b + x_1 + x_2).$$

2. $i$ and $j$ on leg 2

(a) $j$ closer to $v_0$

For $i$ and $j$ on leg 2 with $d(i, v_0) = y_1$ and $d(j, v_0) = y_2$, we'll write $i = (0, y_1, 0)$ and
\[ j = (0, y_2, 0). \] In this case, we have \( y_1 > y_2 \) since \( j \) is closer to the \( v_0 \), and \( d(i, j) = y_1 - y_2 \).

**degree-1 vertices:**
\[
\ell(i, \ell_1; j) = 0
\]
\[
\ell(i, \ell_2; j) = d(i, j) = y_1 - y_2
\]
\[
\ell(i, \ell_3; j) = 0
\]

**degree-3 vertex:**
\[
\ell(i, v_0; j) = d(i, j) = 0
\]

**degree-2 vertices:**
For \( k \) between \( i \) and \( \ell_2 \):
\[
\ell(i, k; j) = d(i, j) = y_1 - y_2
\]
For \( k \) between \( i \) and \( j \), including \( i \):
\[
\ell(i, k; j) = d(k, j)
\]
For \( k \) between \( j \) and \( v_0 \) or on another leg:
\[
\ell(i, k; j) = 0
\]

For \( k \) between \( i \) and \( \ell_2 \), not including \( i \), we have
\[
\sum_{k_2 \in V} \ell(i, k_2; j) = (y_1 - y_2) \cdot \text{(number of degree-2 vertices between } i \text{ and } \ell_2) = d(i, j)(b - d(i, v_0) - 1) = (y_1 - y_2)(b - y_1 - 1).
\]

For \( k \) between \( i \) and \( j \), including \( i \), we have
\[
\sum_{k_2 \in V} \ell(i, k_2; j) = 1 + \cdots + d(i, j) = 1 + \cdots + (y_1 - y_2) = \frac{(y_1 - y_2)(y_1 - y_2 + 1)}{2}.
\]

Thus, we find that
\[
H(i, j) = (y_1 - y_2) + 2 \left( (y_1 - y_2)(b - y_1 - 1) + \frac{(y_1 - y_2)(y_1 - y_2 + 1)}{2} \right) = (y_1 - y_2)(1 + 2b - 2y_1 - 2 + y_1 - y_2 + 1) = (y_1 - y_2)(2b - y_1 - y_2).
\]

**b) \( i \) closer to \( v_0 \)**

In this case, for \( i, j \) on leg 2 with \( i \) closer to \( v_0 \), we'll still write \( i = (0, y_1, 0) \) and
\(j = (0, y_2, 0)\). Now, we have \(y_2 > y_1\) since \(i\) is closer to \(v_0\), and \(d(i, j) = y_2 - y_1\).

### Degree-1 Vertices

\[\ell(i, \ell_1; j) = d(i, j) = y_2 - y_1\]
\[\ell(i, \ell_2; j) = 0\]
\[\ell(i, \ell_3; j) = d(i, j) = y_2 - y_1\]

### Degree-3 Vertex

\[\ell(i, v_0; j) = d(i, j) = d(i, j) = y_2 - y_1\]

### Degree-2 Vertices

For \(k\) between \(j\) and \(\ell_2\): \(\ell(i, k; j) = 0\)

For \(k\) between \(i\) and \(j\), including \(i\): \(\ell(i, k; j) = d(k, j)\)

For \(k\) between \(i\) and \(v_0\) or on another leg: \(\ell(i, k; j) = d(i, j) = y_2 - y_1\)

For \(k\) between \(i\) and \(j\), including \(i\), we have

\[
\sum_{k_2 \in V} \ell(i, k_2; j) = 1 + \cdots + d(i, j)
\]

\[
= 1 + \cdots + (y_2 - y_1)
\]

\[
= \frac{(y_2 - y_1)(y_2 - y_1 + 1)}{2}.
\]

For \(k\) between \(i\) and \(v_0\) or on another leg, our sum is

\[
(y_2 - y_1) \cdot \text{(number of degree-2 vertices between } i \text{ and } v_0 \text{ or on another leg)}
\]

\[
= (x_2 - x_1)((a - 1) + (b - 1) + (d(i, v_0) - 1))
\]

\[
= (x_2 - x_1)(a + b - 2 + y_1 - 1)
\]

\[
= (x_2 - x_1)(a + b - 3 + y_1).
\]

Thus, we find that

\[
H(i, j) = 2(y_2 - y_1) + 3(y_2 - y_1) + 2\left(\frac{(y_2 - y_1)(y_2 - y_1 + 1)}{2} + (y_2 - y_1)(a + b - 3 + y_1)\right)
\]

\[
= (y_2 - y_1)(5 + y_2 - y_1 + 1 + 2a + 2b - 6 + 2y_1)
\]

\[
= (y_2 - y_1)(2a + 2b + y_1 + y_2).
\]

3. \(i\) and \(j\) on Leg 3
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For \( i \) and \( j \) on leg 3 with \( d(i, v_0) = z_1 \) and \( d(j, v_0) = z_2 \), we can write \( i = (0, 0, z_1) \) and \( j = (0, 0, z_2) \). The hitting times will be the same as those in the previous case since legs 2 and 3 are both of length \( b \). Therefore, by symmetry, we have

- \( j \) closer to \( v_0 \): \( H(i, j) = (z_1 - z_2)(2b - z_1 - z_2) \)
- \( i \) closer to \( v_0 \): \( H(i, j) = (z_2 - z_1)(2a + 2b + z_1 + z_2) \)

4. \( i \) on leg 1, \( j \) on leg 2

Now that \( i \) and \( j \) are on different legs, our hitting times calculations will be even trickier. In this case, for \( i \) on leg 1 and \( j \) on leg 2 with \( d(i, v_0) = x \) and \( d(j, v_0) = y \), we can write \( i = (x, 0, 0) \) and \( j = (0, y, 0) \).

degree-1 vertices: \( \ell(i, \ell_1; j) = d(i, j) = x + y \)
\( \ell(i, \ell_2; j) = 0 \)
\( \ell(i, \ell_3; j) = d(j, v_0) = y \)

degree-3 vertex: \( \ell(i, v_0; j) = d(j, v_0) = y \)

degree-2 vertices: For \( k \) between \( i \) and \( \ell_1 \): \( \ell(i, k; j) = d(i, j) = x + y \)
For \( k \) between \( i \) and \( j \), including \( i \): \( \ell(i, k; j) = d(k, j) \)
For \( k \) between \( j \) and \( \ell_2 \): \( \ell(i, k; j) = 0 \)
For \( k \) on leg 3: \( \ell(i, k; j) = d(j, v_0) = y \)

For \( k \) on leg 1 between \( i \) and \( \ell_1 \), not including \( i \), we have

\[
\sum_{k_2 \in V} \ell(i, k_2; j) = (y_1 - y_2) \cdot (\text{number of degree-2 vertices between } i \text{ and } \ell_1) \\
= (x + y)(a - d(i, v_0) - 1) \\
= (x + y)(a - x - 1).
\]

For \( k \) between \( i \) and \( j \), we add the distances \( d(k, j) \) of all degree-2 vertices between \( i \) and \( j \),
including \(i\), subtracting \(d(v_0, j)\) since \(v_0\) has degree 3. Therefore, we have

\[
\sum_{k_2 \in V} \ell(i, k_2; j) = 1 + \cdots + d(i, j) - d(v_0, j)
\]

\[
= 1 + \cdots + (x + y) - y = \frac{(x + y)(x + y + 1)}{2} - y.
\]

Finally, for \(k\) on leg 3, we have

\[
\sum_{k_2 \in V} \ell(i, k_2; j) = y \cdot \text{(number of degree-2 vertices on leg 3)}
\]

\[
= y(b - 1).
\]

Summing over all vertices, we find that

\[
H(i, j) = (x + y) + y + 3y + 2\left((x + y)(a - x - 1) + \frac{(x + y)(x + y + 1)}{2} - y + y(b - 1)\right)
\]

\[
= (x + y)(1 + 2a - 2x - 2 + x + y + 1) + y(4 - 2 + 2b - 2)
\]

\[
= (x + y)(2a - x + y) + 2by.
\]

5. \(i\) on leg 1, \(j\) on leg 3

For \(i\) on leg 1 and \(j\) on leg 3 with \(d(i, v_0) = x\) and \(d(j, v_0) = z\), we can write \(i\) as \((x, 0, 0)\) and \(j\) as \((z, 0, 0)\). The hitting times will be the same as above since legs 2 and 3 are both of length \(b\). Therefore, by symmetry, we have

\[
H(i, j) = (x + z)(2a - x + z) + 2bz.
\]

6. \(i\) on leg 2, \(j\) on leg 1

For \(i\) on leg 2 and \(j\) on leg 1, we’ll write \(i = (0, y, 0)\) and \(j = (x, 0, 0)\). This case looks similar to when \(i\) was on leg 1 and \(j\) was on leg 2, but this time, \(i\) and \(j\) have flipped, resulting in a different hitting time since \(j\) is now located on the shorter leg, so there will be a different number of vertices on either side of \(j\).
degree-1 vertices:

\[
\ell(i, \ell_1; j) = d(i, j) = 0 \\
\ell(i, \ell_2; j) = d(i, j) = x + y \\
\ell(i, \ell_3; j) = d(j, v_0) = x
\]

degree-3 vertex:

\[
\ell(i, v_0; j) = d(j, v_0) = x
\]

degree-2 vertices:

For \( k \) between \( i \) and \( \ell_2 \):

\[
\ell(i, k; j) = d(i, j) = x + y
\]

For \( k \) between \( i \) and \( j \), including \( i \):

\[
\ell(i, k; j) = d(k, j)
\]

For \( k \) between \( j \) and \( \ell_1 \):

\[
\ell(i, k; j) = 0
\]

For \( k \) on leg 3:

\[
\ell(i, k; j) = d(j, v_0) = x
\]

For \( k \) on leg 2 between \( i \) and \( \ell_2 \), not including \( i \), we have

\[
\sum_{k_2 \in V} \ell(i, k_2; j) = (x + y) \cdot \text{(number of degree-2 vertices between } i \text{ and } \ell_2) \\
= (x + y)(b - d(i, v_0) - 1) \\
= (x + y)(b - y - 1).
\]

For \( k \) between \( i \) and \( j \), including \( i \), we again sum \( d(k, j) \) for all degree-2 vertices between \( i \) and \( j \), subtracting \( d(v_0, j) \) since \( v_0 \) has degree 3. Therefore, we have

\[
\sum_{k_2 \in V} \ell(i, k_2; j) = 1 + \cdots + d(i, j) - d(v_0, j) \\
= 1 + \cdots + (x + y) - x \\
= \frac{(x + y)(x + y + 1)}{2} - x.
\]

For \( k \) on leg 3, we have

\[
\sum_{k_2 \in V} \ell(i, k_2; j) = x \cdot \text{(number of degree-2 vertices on leg 3)} \\
= x(b - 1).
\]
Thus, we find that

\[ H(i, j) = (x + y) + x + 3x + 2\left( (x + y)(b - y - 1) + \frac{(x + y)(x + y + 1)}{2} - x + x(b - 1) \right) \]

\[ = (x + y)(1 + 2b - 2y - 2 + x + y + 1) + x(4 - 2 + 2b - 2) \]

\[ = (x + y)(2b + x - y) + 2bx. \]

7. \textit{i on leg 3, j on leg 1}

For \(i\) on leg 3 and \(j\) on leg 1 with \(d(i, v_0) = z\) and \(d(j, v_0) = x\), we'll write \(i = (0, 0, z)\) and \(j = (x, 0, 0)\). The hitting times will be the same as the above case since legs 2 and 3 are of the same length. Therefore, by symmetry, we have

\[ H(i, j) = (x + z)(2b + x - z) + 2bx. \]

8. \textit{i on leg 2, j on leg 3}

For \(i\) on leg 2 and \(j\) on leg 3 with \(d(i, v_0) = y\) and \(d(j, v_0) = z\), we'll write \(i = (0, y, 0)\) and \(j = (0, 0, z)\).

degree-1 vertices: \(\ell(i, \ell_1; j) = d(j, v_0) = z\)

\(\ell(i, \ell_2; j) = d(i, j) = y + z\)

\(\ell(i, \ell_3; j) = 0\)

degree-3 vertex: \(\ell(i, v_0; j) = d(j, v_0) = z\)

degree-2 vertices: For \(k\) between \(i\) and \(\ell_2\): \(\ell(i, k; j) = d(i, j) = y + z\)

For \(k\) between \(i\) and \(j\), including \(i\): \(\ell(i, k; j) = d(k, j)\)

For \(k\) between \(j\) and \(\ell_3\): \(\ell(i, k; j) = 0\)

For \(k\) on leg \(\ell_1\): \(\ell(i, k; j) = d(j, v_0) = z\)
For $k$ on leg 2 between $i$ and $\ell_2$, not including $i$, we have
\[
\sum_{k_2 \in V} \ell(i, k_2; j) = (y + z) \cdot \text{(number of degree-2 vertices between } i \text{ and } \ell_2) \\
= (y + z)(b - d(i, v_0) - 1) \\
= (y + z)(b - y - 1).
\]

For $k$ between $i$ and $j$, including $i$, we have
\[
\sum_{k_2 \in V} \ell(i, k_2; j) = 1 + \cdots + d(i, j) - d(j, v_0) \\
= 1 + \cdots + (y + z) - z \\
= \frac{(y + z)(y + z + 1)}{2} - z.
\]

For $k$ on leg 1, we have
\[
\sum_{k_2 \in V} \ell(i, k_2; j) = z \cdot \text{(number of degree-2 vertices on leg 1)} \\
= z(a - 1).
\]

Thus, we find that
\[
H(i, j) = z + (y + z) + 3z + 2\left((y + z)(b - y - 1) + \frac{(y + z)(y + z + 1)}{2} - z + z(a - 1)\right) \\
= (y + z)(1 + 2b - 2y - 2 + y + z + 1) + z(4 - 2 + 2a - 2) \\
= (y + z)(2b - y + z) + 2az.
\]

9. $i$ on leg 3, $j$ on leg 2

For $i$ on leg 3 and $j$ on leg 2 with $d(i, v_0) = z$ and $d(j, v_0) = y$, we’ll write $i = (0, 0, z)$ and $j = (0, y, 0)$. The hitting times will be the same as above since legs 2 and 3 are of the same length. Therefore, by symmetry, we have
\[
H(i, j) = (y + z)(2b - y + z) + 2az.
\]
Maximizing $H(i,j)$

Our goal is to ultimately find $\min_{j \in V} \max_{i \in V} H(i,j)$. Now that we’ve found hitting time formulas for all possible placements of $i$ and $j$, we want to find the maximum hitting time to a vertex $j$ in each case above by taking their derivative with respect to $i$ under the constraints $2 \leq x \leq a$, $2 \leq y \leq b$, $2 \leq z \leq b$, and $2 \leq a \leq b$. From there, we’ll find the maximum hitting time to a vertex $j$ on each leg. Since we’ll want to maximize each formula with respect to $i$, it will be helpful to sort them by each case of $j$ (Table 4).

<table>
<thead>
<tr>
<th>leg</th>
<th>$j$ coordinates</th>
<th>$i$ coordinates</th>
<th>closer to $v_0$?</th>
<th>$H(i,j)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>leg 1</td>
<td>$(x_2,0,0)$</td>
<td>$(x_1,0,0)$</td>
<td>$j$</td>
<td>$(x_1 - x_2)(2a - x_1 - x_2)$</td>
</tr>
<tr>
<td></td>
<td>$(x,0,0)$</td>
<td>$(0,y,0)$</td>
<td>$i$</td>
<td>$(x_2 - x_1)(4b + x_1 + x_2)$</td>
</tr>
<tr>
<td></td>
<td>$(x,0,0)$</td>
<td>$(0,0,z)$</td>
<td>$-$</td>
<td>$(x + y)(2b + x - y) + 2bx$</td>
</tr>
<tr>
<td></td>
<td>$(x,0,0)$</td>
<td>$(0,0,z)$</td>
<td>$-$</td>
<td>$(x + z)(2b + x - z) + 2bz$</td>
</tr>
<tr>
<td>leg 2</td>
<td>$(0,y_2,0)$</td>
<td>$(0,y_1,0)$</td>
<td>$j$</td>
<td>$(y_1 - y_2)(2b - y_1 - y_2)$</td>
</tr>
<tr>
<td></td>
<td>$(0,y,0)$</td>
<td>$(0,0,z)$</td>
<td>$i$</td>
<td>$(y_2 - y_1)(2a + 2b + y_1 + y_2)$</td>
</tr>
<tr>
<td></td>
<td>$(0,y,0)$</td>
<td>$(x,0,0)$</td>
<td>$-$</td>
<td>$(y + z)(2b - y + z) + 2az$</td>
</tr>
<tr>
<td></td>
<td>$(0,y,0)$</td>
<td>$(x,0,0)$</td>
<td>$-$</td>
<td>$(x + y)(2a - x + y) + 2by$</td>
</tr>
<tr>
<td>leg 3</td>
<td>$(0,0,z_2)$</td>
<td>$(0,0,z_1)$</td>
<td>$j$</td>
<td>$(z_1 - z_2)(2b - z_1 - z_2)$</td>
</tr>
<tr>
<td></td>
<td>$(0,0,z)$</td>
<td>$(0,y,0)$</td>
<td>$i$</td>
<td>$(z_2 - z_1)(2a + 2b + z_1 + z_2)$</td>
</tr>
<tr>
<td></td>
<td>$(0,0,z)$</td>
<td>$(x,0,0)$</td>
<td>$-$</td>
<td>$(y + z)(2b - y + z) + 2az$</td>
</tr>
<tr>
<td></td>
<td>$(0,0,z)$</td>
<td>$(x,0,0)$</td>
<td>$-$</td>
<td>$(x + z)(2a - x + z) + 2bz$</td>
</tr>
</tbody>
</table>

Table 4: Hitting times between any two vertices $i,j$ on an $a,b,b$ spider.

Now, we’ll maximize hitting time between any vertices $i$ and $j$ on each leg under the given constraints (Table 5). From there, we’ll find the maximum hitting time to any vertex $j$ on each leg (Table 6).
Table 5: Maximum hitting times to any vertex \( j \) from \( i \) on each leg of an \( a,b,b \) spider.

<table>
<thead>
<tr>
<th>( j )</th>
<th>( j ) coordinates</th>
<th>( i )</th>
<th>( i ) coordinates</th>
<th>closer to ( v_0 )?</th>
<th>( \max_{i \in V} H(i, j) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>leg 1</td>
<td>((x_2, 0, 0))</td>
<td>leg 1</td>
<td>((x_1, 0, 0))</td>
<td>( j )</td>
<td>( (x_2 - a)^2 )</td>
</tr>
<tr>
<td></td>
<td>((x, 0, 0))</td>
<td>leg 2</td>
<td>((0, y, 0))</td>
<td>( i )</td>
<td>( x_2^2 + 4bx_2 - (4b + 1) )</td>
</tr>
<tr>
<td></td>
<td>((x, 0, 0))</td>
<td>leg 3</td>
<td>((0, 0, z))</td>
<td>–</td>
<td>( x^2 + 4bx + b^2 )</td>
</tr>
<tr>
<td>leg 2</td>
<td>((0, y_2, 0))</td>
<td>leg 2</td>
<td>((0, y_1, 0))</td>
<td>( j )</td>
<td>( (y_2 - b)^2 )</td>
</tr>
<tr>
<td></td>
<td>((0, y, 0))</td>
<td>leg 3</td>
<td>((0, 0, z))</td>
<td>( i )</td>
<td>( y_2^2 + (2a + 2b)y_2 - (2a + 2b + 1) )</td>
</tr>
<tr>
<td></td>
<td>((0, y, 0))</td>
<td>leg 1</td>
<td>((x, 0, 0))</td>
<td>–</td>
<td>( -y^2 + 2by + 2ab + 3b^2 )</td>
</tr>
<tr>
<td>leg 3</td>
<td>((0, 0, z_2))</td>
<td>leg 3</td>
<td>((0, 0, z_1))</td>
<td>( j )</td>
<td>( (z_2 - b)^2 )</td>
</tr>
<tr>
<td></td>
<td>((0, 0, z))</td>
<td>leg 2</td>
<td>((0, y, 0))</td>
<td>( i )</td>
<td>( z_2^2 + (2a + 2b)z_2 - (2a + 2b + 1) )</td>
</tr>
<tr>
<td></td>
<td>((0, 0, z))</td>
<td>leg 1</td>
<td>((x, 0, 0))</td>
<td>–</td>
<td>( z^2 + (2a + 2b)z + b^2 )</td>
</tr>
</tbody>
</table>

Table 6: Maximum hitting times to any vertex \( j \) on an \( a,b,b \) spider.

<table>
<thead>
<tr>
<th>( j )</th>
<th>( \max_{i \in V} H(i, j) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>leg 1</td>
<td>( x^2 + 4bx + b^2 )</td>
</tr>
<tr>
<td>leg 2</td>
<td>( -y^2 + 2by + 2ab + 3b^2 )</td>
</tr>
<tr>
<td>leg 3</td>
<td>( -z^2 + 2bz + 2ab + 3b^2 )</td>
</tr>
</tbody>
</table>

7.1.3 Finding \( \min_{j \in V} \max_{i \in V} H(i, j) \)

We’re almost there! Recall that \( \max_{i \in V} H(i, v_0) = b^2 \), as calculated above. Under the constraints of our \( a,b,b \) spider, we know that

\[
\begin{align*}
  b^2 \leq x^2 + 4bx + b^2 & \quad \Rightarrow \quad \max_{i \in V} H(i, v_0) \leq \max_{i \in V} H(i, j \text{ on leg 1}) \\
  b^2 \leq -y^2 + 2by + 2ab + 3b^2 & \quad \Rightarrow \quad \max_{i \in V} H(i, v_0) \leq \max_{i \in V} H(i, j \text{ on leg 2}) \\
  b^2 \leq -z^2 + 2bz + 2ab + 3b^2 & \quad \Rightarrow \quad \max_{i \in V} H(i, v_0) \leq \max_{i \in V} H(i, j \text{ on leg 3})
\end{align*}
\]

Thus, maximum hitting time to \( v_0 \) is less than the maximum hitting time to any other vertex \( j \) in our spider, and we have proven that the root \( v_0 \) achieves \( \min_{j \in V} \max_{i \in V} H(i, j) \) and is the focus of an \( a,b,b \) spider.
7.2 Implications and future directions

We’ve now shown that for an $a,b,b$ spider, the focus is the root. Additionally, we’ve found an easier way of measuring distance between the vertices of our tree (Section 6), which we can use to calculate hitting time on trees such as $a,b,b$ spiders. Following from our proof above, we can conclude that on an $a,b,b$ spider, the forget distribution $\mu$ is the singleton distribution concentrated on the root. This tells us that even a slight change in the structure of a tree can shift the focus from a higher-degree vertex to a lower-degree vertex. In terms of PPI networks, this can be significant: if one leg is just a little longer, then the forget distribution may go from being concentrated on a hub protein (the root) to being concentrated on a less “important” protein down one of the legs.

From our proof above, we can also see that on $a,b,b$ spiders, the focus has two pessimal vertices $\ell_2$ and $\ell_3$. Further experimentation has suggested that when we extend one of the legs of our spider so that all three legs have different lengths, there are sometimes three pessimal vertices (located on all three leaves) rather than two – that is, all three leaves are equally “far away” from the focus of these spiders. It seems that the location of the focus is key to understanding the number and location of pessimal vertices, but we have yet to identify exactly how the leg lengths affect this.

These results bring to mind a number of questions to explore in the future, many of which we now have the tools to address. First, can we further generalize Theorem 2 for all spiders with $2 \leq a \leq b$? Furthermore, under which conditions on leg lengths are there two or three pessimal vertices, and how does this relate to the placement of the focus? From there, we would like to extend our study of trees to more complicated types of trees, such as those with different leg placement or additional legs. A final (major) question is whether other target distributions exhibit unique properties on other types of graphs, just as the forget distribution is concentrated on the focus for $a,b,b$ spiders. Ultimately, we hope that our work will better inform our choice of target distribution for EFD, perhaps based on the specific structure of the PPI network, so we can continue to improve our predictions of protein function.
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